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Abstract Low-rank models have been successfully applied
to background modeling and achieved promising results
on moving object detection. However, the assumption that
moving objects are modelled as sparse outliers limits the
performance of these models when the sizes of moving
objects are relatively large. Meanwhile, inspired by the
visual system of human brain which can cognitively per-
ceive the physical size of the object with different sizes of
retina imaging, we propose a novel approach, called Col-
laborative Low-Rank And Sparse Separation (CLASS), for
moving object detection. Given the data matrix that accu-
mulates sequential frames from the input video, CLASS
detects the moving objects as sparse outliers against the low-
rank structure background while pursuing global appear-
ance consistency for both foreground and background. The
sparse and the global appearance consistent constraints are
complementary but simultaneously competing, and thus
CLASS can detect the moving objects with different sizes
effectively. The smoothness constraints of object motion are
also introduced in CLASS for further improving the robust-
ness to noises. Moreover, we utilize the edge-preserving
filtering method to substantially speed up CLASS with-
out much losing its accuracy. The extensive experiments
on both public and newly created video sequences suggest
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that CLASS achieves superior performance and comparable
efficiency against other state-of-the-art approaches.
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Introduction

Moving object detection, as the fundamental problem in
video analysis, plays a crucial role in intelligent transporta-
tion [1], law enforcement [2], and many other industries [3].
In the past decades, some representative methods have been
proposed for moving object detection, including Gaussian
Mixture Model (GMM) [4–6], ViBe [7, 8], optical flow [9,
10], and motion blur detection algorithm [11]. These meth-
ods, however, may be stumbling in some challenging sce-
narios, such as low illumination, intense shadows, camou-
flage, and dynamic background.

Recently, the low-rank and sparse separation models have
been proposed to detect the moving objects as sparse out-
liers separated from the low-rank structure background [12,
13]. As illustrated in Fig. 1, the matrix of background
images can be well approximated by a matrix with the low-
rank (<5). Furthermore, the moving objects are usually
small and sparse which is credible in most panoramic mon-
itoring. However, the sparse assumption on moving objects
usually limits the performance when the sizes of these mov-
ing objects are relatively large, which occurs frequently in
uncontrolled surveillance systems.

One of the interesting phenomenon of human visual cog-
nitive system of perceiving object is, while holding the
physical size of the moving object constant, the distance
of the object that the retina perceived varies the occupation
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Fig. 1 The demonstration of the
low-rank assumption on the
background images. The curves
indicate the singular values of
the background image matrices
of the 10 test videos that we
evaluated in the experiments.
For the detailed information of
the videos, please refer to the
experiments section
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proportions of the human visual field [14, 15]. The neuro-
scientists at Washington University and the University of
Minnesota have discovered that the visual information that
the primary visual cortex processed is not the real size of
the object but the size of perception [14]. Mel Goodale et al.
[15] also discovered that the response of the visual cortex
of human brain to bright object is not based on the physi-
cal size of the object but according to the perceived size of
“afterimage” of object. This may explain why the objects
with further distant seem to be so smaller in our visual sys-
tem, but we still can cognitively feel the real size of the
object.

Inspired by the visual cognitive process of human brain,
in this paper, we propose a novel Collaborative Low-Rank
And Sparse Separation (CLASS) model to robustly detect
moving objects with different sizes. Specifically, given the
data matrix that accumulates sequential frames from the
input video, CLASS detects the moving objects as sparse
outliers against the low-rank structure background. To over-
come the limitation that the foreground objects should be
sparse in conventional methods [14, 15], we incorporate
the global appearance consistency of foreground and back-
ground into low-rank and sparse separation model and
thus pursue a collaborative model for robust moving object
detection. In particular, the sparse and the global appearance
consistent constraints are complementary but simultane-
ously competing, and thus CLASS can detect the moving
objects with different sizes effectively in challenging sce-
narios. The proposed collaborative model has the following
properties: (i) It can utilize the advantages of low-rank and
sparse separation models in background modeling and fore-
ground detection; (ii) It can detect relatively large moving
objects by leveraging global appearance consistency. More-
over, the smoothness constraints of object motion are also
introduced in CLASS for further improving the robustness
to noises.

For optimization, we design an iterative algorithm to
efficiently solve the proposed model. Specifically, we itera-
tively optimize: (i) the background matrix by SOFT-INPUT
algorithm [16], and (ii) the foreground mask by solv-
ing a Markov Random Field (MRF) model with graph
cut algorithm [17, 18]. To further improve the efficiency,
we design a fast implementation method without losing
much accuracy, called F-CLASS. F-CLASS performs fol-
lowing three steps. First, the input video is down-sampled
into low-resolution one. Second, we run CLASS on the
low-resolution video to obtain the low-resolution detection
results. Finally, regarding the original video as a guid-
ance, we employ the edge-preserving method to recover the
full-resolution detection results.

This paper makes the following three contributions:

– It proposes a novel collaborative model, CLASS, for
robust moving object detection. CLASS takes advan-
tages of both conventional low-rank and sparse sepa-
ration models and global appearance consistent con-
straints and thus can effectively detects the moving
objects with different sizes in challenging scenarios.

– It designs an efficient algorithm to solve the asso-
ciated optimization problem. Moreover, it presents a
fast implementation of CLASS based on the edge-
preserving filtering, F-CLASS, to substantially speed
up CLASS while sacrificing little accuracy.

– It creates several challenging video sequences to com-
prehensively evaluate the proposed approach against
other state-of-the-art methods of moving object detec-
tion. These video sequences will be released online for
free academic usage.

The rest of this paper is organized as follows. In
Section “Related Work”, the relevant existing methods are
introduced. In Section “CLASS Algorithm”, we describe
the details of CLASS and F-CLASS and the associated
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optimization algorithm. The experimental results on the
public and newly created video sequences are shown in
Section “Experiments”. The final Section “Conclusion”
concludes this paper.

Related Work

Over the years, many approaches have been proposed for
moving object detection, including background subtrac-
tion, frame differencing, temporal differencing, and optical
flow [19]. Our method falls into background substraction
category, which is considered as one of the most competent
approaches for moving object detection.

Background Substraction Background subtraction com-
pares the pixels of input frame with the learnt background
model, and the foreground pixels that differ from the back-
ground model are considered as moving objects. Thus, the
critical task of background subtraction is to build a robust
background model. Typical methods include single Gaus-
sian distribution [20], mixture of Gaussian [4], and their
variation [5, 21]. Barnich et al. [7] proposed a fast back-
ground updating scheme by comparing the current pixel
with the sample set that randomly selected from the previous
pixel and its neighbor pixels. Some works also introduced
the fuzzy concepts into the procedure of the background
subtraction process [22]. Pilet et al. [23] proposed a fast
background subtraction algorithm for sudden illumination
changes by modeling the background illumination as one
of the three channels of Gaussian Mixture Model (GMM).
Tong et al. [24] and Tu et al. [25] also proposed spa-
tiotemporal saliency models for moving object detection.
However, these methods model the background for each
pixel independently and lose the consideration of the rela-
tions between the consecutive frames, thus they are very
sensitive to noises and occlusions.

Low-Rank and Sparse Separation There are many com-
puter vision applications which based on low-rank and
sparse theory, such as visual tracking [26], segmenta-
tion [27, 28], and object detection [12]. The foreground is
detected in the low-rank and sparse-based background mod-
eling by discovering the correlation between the consecutive
frames in lower subspace. One pioneering work is Robust
Principal Component Analysis (RPCA) [29–31], which
decomposes a given matrix/frames into a low-rank back-
ground matrix and sparse foreground matrix. Cands et al.
[32] proposed to recover the low-rank and sparse compo-
nents individually by solving a convenient convex program
called Principal Component Pursuit (PCP). Zhou et al. [33]
proposed Stable Principal Component Pursuit (SPCP) to
handle both small entrywise noises and gross sparse errors.

Dou et al. [34] proposed an incremental learning-based
LRR model using K-SVD for dictionary learning. Differ-
ent from most of the existing methods relaxing l0-penalty
to l1-penalty, Zhou et al. [12] proposed DEtecting Contigu-
ous Outliers in the LOw-rank Representation (DECOLOR)
to relax the requirement of sparse and random distribu-
tion of corruption by preserving l0-penalty and modeling
the spatial contiguity of the sequence. Xin et al. [35] for-
mulated foreground and background separation as a matrix
decomposition problem using regularization terms for both
the foreground and background matrices. However, most of
existing methods ignored the global appearance consistency.

CLASS Algorithm

In this section, we will introduce the proposed model, Col-
laborative Low-Rank And Sparse Separation(CLASS), in a
detailed way, and further present an optimization algorithm
to solve it. At last, to improve the efficiency of the model,
we develop a fast implementation method for moving object
detection.

Problem Formulation

As justified in Fig. 1, background images are generally lin-
early correlated with each other in video surveillance. Based
on this observation, we formulate the problem of foreground
detection as a low-rank and sparse separation model. A
video sequence D = [Y1,Y2, ...,Yn] ∈ R

m×n is composed
of n frames by of m pixels per frame. B ∈ R

m×n is a back-
ground pixel position matrix, which denotes the underlying
background images. Our goal is to discover the object mask
S from data matrices D, where Sij is a binary matrix:

Sij =
{
0, if ij is background,

1, if ij is foreground.
(1)

We assume that the underlying background images are
linearly correlated and the foregrounds are sparse and con-
tiguous, which has been successfully applied in background
modeling [12, 36]. Firstly, the linear correlation of the
underlying background images can be formulated by the
low-rank constraint. Then, relative to the background region
we assume that the foreground is sparse. Meanwhile, in
the background region where Sij = 0, we assume that
Dij = Bij + εij , where εij denotes i.i.d. Gaussian noise.
Therefore, based on the above assumptions, we have:

min
B,Sij ∈{0,1}β ‖ vec(S) ‖0

s.t. S⊥ ◦ D = S⊥ ◦ (B + ε), rank(B) ≤ r, (2)
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where β is a penalized factor, ||X||0 denotes the l0-norm,
which counts the number of nonzero entries, the operator
“◦” denotes element-wise multiplication of two matrices.
S⊥ denotes the region of Sij = 0, and r is a constant that
constrains the complexity of the background model.

Furthermore, since l0 norm of the matrix S is noncon-
vex, we will introduce the contiguous constraint on S, which
is a prior that foreground objects should be contiguous
pieces. In this way, ‖ S ‖0 and the contigous constraints
on S can be regarded as the unary term and pairwise term
of MRF, respectively, which can be solved by graph cuts
algorithm [17, 18] (see “S – subproblem” for details). This
contiguous constraint is formulated as:

∑
(ij,kl)∈ε

|Sij − Skl | = ||C vec(S)||1, (3)

where ε denotes the edge set connecting spatially neighbor-
ing pixels, C is the node-edge incidence matrix denoting
the connecting relationship among pixels, and vec(S) is a
vectorize operator matrix S. ||X||1 = ∑

ij |Xij | denotes the
l1-norm. Based on the above discussion, the formulation can
be summarised as:

min
B,Sij ∈{0,1}β ‖ vec(S) ‖0 + γ ||C vec(S)||1

s.t. S⊥ ◦ D = S⊥ ◦ (B + ε), rank(B) ≤ r, (4)

where γ is a balance parameter to control dependence
between adjacent pixels.

However, due to assumptions of local spatial relation-
ships and the sparsity of moving objects, the model Eq. (4)
is theoretically not suitable for large object detection. From
the statistical point of view, we further assume that fore-
ground and background in the video sequence are Gaussian
distributed, which has been widely and successfully used
in object detection modeling [4, 6]. Based on this assump-
tion, we introduce a GMM term against the sparse term
to enhance detecting ability on large objects. To this end,
we integrate the appearance model of foreground and back-
ground by global interactions:

1∑
k=0

m∑
i=1

n∑
j=1

δ(k,Sij ) Ak(i, j) =
∑
k,i,j

δ(k,Sij ) Ak(i, j),

(5)

where appearance model A consists of two Gaussian Mix-
ture Models over RGB color values, A0 and A1 denotes the
GMM of background and foreground models. δ(k,Sij ) is

the Dirac delta function that denotes the value of k associ-
ated with Sij . The value of k is passed to the Ak(i, j) which
is a unary potential to evaluate how likely a pixel i is to
be foreground or background according to the appearance
model of frame j .

We integrate the global appearance model into Eq. (4)
to obtain the formulation of Collaborative Low-Rank And
Sparse Separation (CLASS) as:

min
B,Sij ∈{0,1}β ‖ vec(S) ‖0 + γ ||C vec(S)||1

+μ
∑
k,i,j

δ(k,Sij ) Ak(i, j)

s.t. S⊥ ◦ D = S⊥ ◦ (B + ε), rank(B) ≤ r, (6)

Model Optimization

Equation (6) is a NP-hard problem due to the non-convexity
of the rank operator onB; to make Eq. (6) tractable, we relax
the rank operator with the nuclear norm, where the nuclear
norm has proven to be an effective convex surrogate of the
rank operator [37]. Therefore, Eq. (6) can be reformulated
as:

min
B,Sij ∈{0,1}

1

2
||PS⊥(D − B)||2F + β ‖ vec(S) ‖0

+ γ ||C vec(S)||1
+ μ

∑
k,i,j

δ(k,Sij ) Ak(i, j) + α ‖ B ‖∗, (7)

where α is a balance parameter. ||X||F =
√∑

ij X
2
ij is the

Frobenius norm, ||X||∗ means the nuclear norm, i.e., sum of
singular values. PS⊥(X) is the complement to PS(X) which
is the orthogonal projection of matrix X denoted by:

PS(X)(i, j) =
{
0, if Sij = 0,

Xij , if Sij = 1.
(8)

Therefore, we adopt an alternating algorithm by separat-
ing Eq. (7) over B and S in the following two steps.

B − subproblem Given a current estimate of the fore-
ground mask Ŝ, estimating B by minimizing Eq. (7) turns
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out to be the matrix completion problem. This is to learn a
low-rank background matrix from partial observations.

min
B

1

2
||PŜ⊥(D − B)||2F + α ‖ B ‖∗, (9)

The optimal B in Eq. (12) can be computed by the SOFT-
IMPUTE [16] algorithm. which is based on the following
Lemma [38]:

Lemma 1 Given a matrix Z, the solution to the optimiza-
tion problem

min
X

1

2
||Z − X||2F + α ‖ X ‖∗, (10)

is given by X̂ = �α(Z), where �α means the singular value
thresholding

�α(Z) = U	αVT , (11)

Here, 	α = diag[(d1 − α)+, · · · , (dr − α)+], U	αVT is
the SVD of Z, 	 = diag[d1 − dr ] and t+ = max(t, 0).
Rewriting Eq. (9), we have:

min
B

1

2
||PŜ⊥(D − B)||2F + α ‖ B ‖∗,

= min
B

1

2
||[PŜ⊥(D) + PŜ(B)] − B)||2F + α ‖ B ‖∗, (12)

According to Lemma 1, given an arbitrary initialization
B̂, the optimal solution can be obtained by iteratively using
Eq. (13):

B̂ ←− �α(PŜ⊥(D) + PŜ(B̂)), (13)

S − subproblem Given a current estimate of the back-
ground position matrix B̂, Eq. (7) can be transferred into the
following optimization functions:

min
S

1

2
||PS⊥(D − B̂)||2F + β ‖ vec(S) ‖0

+ γ ||C vec(S)||1
+μ

∑
k,i,j

δ(k,Sij ) Ak(i, j), (14)

The energy function Eq. (14) can be rewritten in line
with the standard form of a first-order Markov Random
Fields [39] as:

1

2
||PS⊥(D − B̂)||2F + β ‖ vec(S) ‖0 + γ ||C vec(S)||1
+μ

∑
k,i,j

δ(k,Sij ) Ak(i, j),

= 1

2

∑
i,j

(Dij − B̂ij )
2(1 − Sij ) + β

∑
i,j

Sij

+μ
∑
k,i,j

δ(k,Sij ) Ak(i, j)

+γ ||C vec(S)||1,
=

∑
k,i,j

[(β − 1

2
(Dij − B̂ij ))

2Sij + μ δ(k, Sij ) Ak(i, j)]

+ γ ||C vec(S)||1
+1

2

∑
i,j

(Dij − B̂ij )
2. (15)

When B̂ is fixed and 1
2

∑
i,j (Dij − B̂ij )

2 is constant.

Meanwhile, Sij beside the (β − 1
2 (Dij − B̂ij ))

2 is also con-
stant. Known Markov unary term and pairwise smoothing
term,one can easily obtain the optimal foregroundmatrix though
graph cuts method [17, 18] since Sij ∈ {0, 1} is discrete.

A sub-optimal solution can be obtained by alternating
optimizing B and S and the algorithm is summarised in
Algorithm 1.
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Fig. 2 Illustration of generating a pixelwise shape-adaptive region of
CLMF [40]. See text for more details

F-CLASS: Fast Implementation

In order to improve the efficiency, we use an edge-
preserving, filtering-based method to speed up our model
while sacrificing little accuracy. The fast version of CLASS
(F-CLASS) is executed in three steps: firstly, the input video
is down-sampled into low resolution by scale of 4 ( 14W ×
1
4H , where W and H denote the width and hight of video
frame, respectively.) of the original resolution though bilin-
ear interpolation. Secondly, we run the CLASS algorithm
on the down-sampled frames and obtain the initial detection
results. Finally, regarding the original video as a guidance,
we employ the edge-preserving up-sampling technique [36]
to recover the full-resolution detection results. The edge-
preserving up-sampling method is executed in two steps:

1. Shape-Adaptive Region Generation The shape-
adaptive region in the frame is generated by Cross-based
Local Multipoint Filtering (CLMF) [40] for each pixel.

Table 1 Detailed information of the public test videos

Name of the video Name of the dataset Size×no. of frame

Foreground aperture Wallflower [160,120]×21

Camouflage Wallflower [160,120]×21

Waving trees Wallflower [160,120]×39

Highway 2014 Change Detection [320,240]×27

People In Shade 2014 Change Detection [380,244]×21

Table 2 Detailed information of the collected test videos

Name of the video Name of the dataset Size×no. of frame

People in hall Shooting [480,360]×41

Three people Shooting [160,120]×21

Two bicycles Shooting [240,180]×51

Part of car Shooting [240,180]×67

Multi-object Shooting [240,180]×51

Specifically, as shown in Fig. 2, for a pixel p centered
at a square observation window Wp with the size of
(2L + 1) × (2L + 1), similarity criterion for a pixel q in the
window Wp falls into a color cube as:

|Ic(q) − Ic(p)| ≤ τ, c ∈ {R,G,B}, q ∈ Wp, (16)

where Ic is the intensity of the color channel c of the 3 ×
3 median-smoothed guidance image I and τ controls the
size of the color cube to generate the shape-adaptive region
�p. CLMF produces a horizontal (left/right) spans (pixels)
H(p) and a vertical (up/bottom) spans (pixels) V (p) of the
anchor pixel p according to Eq. 16. For ∀q ∈ V (p), we can
construct the the arbitrary-shaped region of p by integrating
multiple H(q) sliding along V (p): �p = ⋃

q∈V (p) H(q).

2. Edge-Preserving Up-sampling We employ the edge-
preserving filtering to up-sample the low-resolution frame
to the full-resolution without perturbing object edges. For
the pixel p on the full-resolution image J , its value can be
estimated similarly as the joint bilateral up-sampling [41]:

J (p) = 1

|�k|
∑
k∈�k

ωp,kJ
l(k), (17)

Table 3 F-measure of the proposed method with different parameters

Parameter Setting F-measure

β 0.9σ 2 0.79

4.5σ 2 0.93

9σ 2 0.92

γ 0.4β 0.91

1β 0.93

1.5β 0.91

μ 0.13γ 0.93

0.27γ 0.93

0.4γ 0.90
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Fig. 3 Example results on five
public video sequences. The
first row to the fifth row indicate
the detected results on video
“Foreground aperture”,
“Camouflage”, “Waving trees”,
“highway” and “people In
Shade,” respectively

where �k is the shape-adaptive region generated by the
guidance image I of pixel k in the low-resolution image
J l , as shown in Fig. 2. |�k| denotes the number of pixels
in �k , and ωp,k = exp(−||xp,xk ||

σ
), where xp indicates

the position of p. In this way, the pixel values are aver-
agely weighted by the spatial distance in the homogeneous
regions of the guidance image to form the full-resolution
one without perturbing the edges of objects.

Experiments

We evaluate our CLASS and F-CLASS on 10 challeng-
ing videos from both public and newly collected video
sequences from our on-campus surveillance system.

Evaluation Settings

Datasets We first evaluate our method on five video
sequences selected from 2014 Change Detection
dataset [42] and Wallflower dataset [43]. The foreground in
these sequences are mainly pedestrians and vehicles with
various amount, sizes, and velocities. The background is
significantly interfered in some videos like swing of the
trees, flicker of the screen, shielding between the camera,
and the objects. The detailed information of the test videos
can be found in Table 1.

We also collected a series of videos on campus real-life
scenes with various types, amounts, and sizes of moving
objects1. Table 2 provides the length and frame size of each
video sequence we evaluated in the experiments.

1Available at: http://chenglongli.cn/people/lcl/journals.html.

Parameters In our model of Eq. 7, the parameter α con-
trols the complexity of the background model which is first
roughly estimated by the rank of the background model. The
parameter β which controls the sparsity of the foreground
masks. The parameter γ controls the spatial smoothness of
foreground and background and can be adaptively adjusted
by β. The most significant parameter is μ which controls
the contribution of global appearance consistency. We deter-
mined μ by adjusting its ratio to γ . All the parameters are
jointly optimized. We evaluated the parameters with dif-
ferent setting and reported the F-measure in Table 3. For
better performance, the parameters are set as: {μ, γ, β} =
{0.27γ, 1β, 4.5σ 2} for CLASS where σ 2 is estimated online
by the mean variance of {Dij−B̂ij }. Analogously, we empir-
ically set {μ, γ, β} = {0.55γ, 0.5β, 4.5σ 2} for F-CLASS
and set the window size L and the similarity threshold τ to
be 3 and 10, respectively.

Evaluation Criterion The precision, recall, and F-measure
arefirstcomprehensivelyevaluated,whicharedefinedas follows:

Precision = TP

TP + FP
, Recall = TP

TP + FN
,

F-measure = 2
Precision × Recall

Precision + Recall
. (18)

where TP=true positives, indicating the foreground pix-
els correctly labeled as foreground. FP=false positives,
referring the background pixels incorrectly labeled as fore-
ground. TN=true negatives, corresponding to background
pixels correctly labeled as background. FN=false negatives,
referring to foreground pixels incorrectly labeled as back-
ground [44]. F-measure is a comprehensive measurement to
balance the argument between precision and recall.

http://chenglongli.cn/people/lcl/journals.html
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Fig. 4 Example results on five
collected video sequences. The
first row to the fifth row indicate
the detected results on “People
in hall”, “Three people”, “Two
bicycle”, “Part of car” and
“Multi-object,” respectively

Furthermore, the mean absolute error (MAE) is evaluated
to measure the disagreement between the detected results
and the groundtruth:

MAE = 1

N × F

F∑
i=1

∑
p∈DR,ṕ∈GT

XOR(p, ṕ) (19)

where N denotes and resolution of the frame and F

denotes the number of the frames in the video clip. DR

and GT indicate the “Detection Result” and the “Ground
Truth” respectively. XOR(∗) denotes the logic opera-
tor “exclusive OR”. p, ṕ ∈ {0, 1} denotes the back-
ground/foreground pixels.

Comparison Results

We compare our approach with the four state-of-
the-art moving object detection algorithms including

Fig. 5 Detection results on
several sequential frames of
video “Camouflage”
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DECOLOR [12], GMM [5], VIBE [7], and PCP [32]. To
keep things fair, we choose the default parameters released
by the authors of corresponding methods.

Qualitative Results Figures 3 and 4 demonstrates the
detected results on a certain frame of the test video clips
listed on Tables 1 and 2. From which we can see, our meth-
ods (CLASS and F-CLASS) significantly outperform the
state-of-the-art methods on the videos “Foreground aper-
ture”, “Camouflage”, “Waving trees”, “People in hall” and
“Part of car” where the moving object dominates the frame
(with huge size) and also works satisfactory on the other
videos with the normal size moving objects. DECOLOR is
designed under the priori assumption that the moving object
is sparse (with small size) which limits its application on
huge-sized object, while PCP is not robust enough for the
influence of contiguous noises and occlusions due to the

l1−penalty. GMM and VIBE work on the original pixel
space; therefore, they are quite sensitive to the noises and
introduce “ghost.”

Figure 5 elaborates the detecting results on sev-
eral sequential frames of video “Foreground Aperture.”
DECOLOR estimates the foreground via outlier detection;
therefore, it loses the object(s) with abrupt stop while
GMM, VIBE, and PCP introduce more noises during detec-
tion. Our CLASS and F-CLASS can better capture the
whole body of the moving object without introducing extra
noises. Note that F-CLASS can further eliminate the false
detection in CLASS.

Quantitative Results Tables 4 and 5 report precision,
recall, F-measure, and MAE on public datasets and col-
lected datasets comprehensively. We can see CLASS and
F-CLASS outperform the state-of-the-art methods in most

Table 4 The precision, recall, F-measure, and MAE values on five public video sequences, where the italic fonts of results indicate the best
performance

Foreground
Aperture

Camouflage Waving
Trees

Highway People
In Shade

Mean Variance

Precision DECOLOR 0.5715 0.3399 0.6805 0.6897 0.8549 0.6273 0.0288

GMM 0.5794 0.9180 0.5489 0.4843 0.3991 0.5859 0.0314

VIBE 0.5495 0.8859 0.5885 0.6848 0.8694 0.7156 0.0195

PCP 0.1504 0.4036 0.2396 0.6932 0.0552 0.3084 0.0502

CLASS 0.8987 0.9894 0.9623 0.7089 0.7226 0.8564 0.0141

F-CLASS 0.9592 0.9963 0.7816 0.7167 0.8465 0.8601 0.0111

Recall DECOLOR 0.2443 0.0310 0.3558 0.9983 0.9427 0.5144 0.1499

GMM 0.3357 0.8691 0.6579 0.7465 0.7689 0.6756 0.0334

VIBE 0.3318 0.9074 0.6356 0.8624 0.9523 0.7379 0.0531

PCP 0.0611 0.2579 0.1936 0.3466 0.0202 0.1759 0.0147

CLASS 0.9866 0.9856 0.8272 0.9988 0.9929 0.9582 0.0043

F-CLASS 0.9472 0.9173 0.9656 0.9181 0.9712 0.9439 0.0005

F-measure DECOLOR 0.3223 0.0474 0.4341 0.8153 0.8913 0.5021 0.0987

GMM 0.4101 0.8921 0.5796 0.5846 0.5243 0.5981 0.0256

VIBE 0.3453 0.8962 0.5951 0.7625 0.9083 0.7015 0.0445

PCP 0.0740 0.3109 0.1997 0.4613 0.0291 0.2150 0.0249

CLASS 0.9404 0.9875 0.8865 0.8288 0.8359 0.8958 0.0037

F-CLASS 0.9517 0.9551 0.8592 0.8028 0.9033 0.8944 0.0033

MAE DECOLOR 0.1936 0.5611 0.0750 0.0502 0.0305 0.1821 0.0391

GMM 0.1655 0.1126 0.1765 0.1181 0.1731 0.1492 0.0008

VIBE 0.2205 0.1109 0.1416 0.0595 0.0261 0.1117 0.0046

PCP 0.2878 0.5790 0.3318 0.0901 0.1761 0.2930 0.0276

CLASS 0.0259 0.0133 0.0231 0.0456 0.0498 0.0315 0.0002

F-CLASS 0.0212 0.0455 0.0372 0.0503 0.0289 0.0366 0.0001
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Table 5 The precision, recall, F-measure, and MAE values on five collected video sequences, where the italic fonts of results indicate the best
performance

People
in hall

Three
people

Two bicycles Part of car Multi-object Mean Variance

Precision DECOLOR 0.7908 0.6592 0.7898 0.7738 0.7798 0.7587 0.0025

GMM 0.6985 0.5780 0.7347 0.5606 0.8716 0.6887 0.0129

VIBE 0.8384 0.4271 0.0937 0.4383 0.5383 0.4672 0.0570

PCP 0.1015 0.1631 0.2961 0.9279 0.4058 0.3789 0.0865

CLASS 0.9275 0.7863 0.8014 0.7963 0.7731 0.8169 0.0032

F-CLASS 0.9850 0.7399 0.8543 0.8005 0.7516 0.8263 0.0079

Recall DECOLOR 0.8409 0.4219 0.9860 0.7676 0.9890 0.8011 0.0432

GMM 0.9112 0.7132 0.4459 0.6627 0.8350 0.7136 0.0256

VIBE 0.3638 0.1001 0.0455 0.0405 0.1483 0.1396 0.0141

PCP 0.0344 0.1092 0.3860 0.2722 0.1795 0.1963 0.0152

CLASS 0.9946 0.9651 0.9872 0.9449 0.9814 0.9746 0.0003

F-CLASS 0.9754 0.3544 0.9626 0.9193 0.9563 0.8336 0.0587

F-measure DECOLOR 0.7855 0.4940 0.8764 0.7310 0.8696 0.7513 0.0195

GMM 0.7631 0.6368 0.5523 0.5501 0.8489 0.6702 0.0140

VIBE 0.5012 0.1621 0.0608 0.0615 0.2262 0.2024 0.0263

PCP 0.0292 0.1303 0.3144 0.3808 0.2236 0.2157 0.0158

CLASS 0.9535 0.8661 0.8842 0.8579 0.8620 0.8847 0.0013

F-CLASS 0.9795 0.4653 0.9031 0.8511 0.8385 0.8075 0.0317

MAE DECOLOR 0.1213 0.1658 0.0117 0.1183 0.0453 0.0925 0.0031

GMM 0.2307 0.1644 0.0273 0.2217 0.0578 0.1404 0.0070

VIBE 0.1709 0.2104 0.0564 0.2604 0.1791 0.1754 0.0045

PCP 0.3171 0.2977 0.0684 0.2577 0.2008 0.2283 0.0080

CLASS 0.0098 0.0609 0.0108 0.0574 0.0485 0.0375 0.0005

F-CLASS 0.0076 0.1472 0.0091 0.0526 0.0607 0.0554 0.0026

of the cases. On the public datasets, CLASS/F-CLASS out-
performs the second best method by averagely 20.2, 29.9,
27.7, and 71.8 % in precision, recall, F-measure, and MAE
respectively while 8.9, 21.7, 17.8, and 59.5 % on col-
lected datasets. For the videos where the size of the moving
object dominates the frame (with huge size), our method
significantly beats the state-of-the-art methods in all the
precision, recall, and F-measure. For the videos with the
normal size moving objects, our CLASS is slightly in the
shade of VIBE and DECOLOR in F-measure on “people
In Shade” but F-CLASS can further approach to the best
performance.

On Table 5, although the precision of CLASS on video
“Part of car” looks lower than PCP but with much higher
recall thus leads to best F-measure which is the compre-
hensive criteria between precision and recall. On video
“Multi-object,” DECOLOR performs slightly better than
CLASS, but from Fig. 5, we can see DECOLOR lost the
boundary details of the moving objects while our method
still achieves the good visual performance. Note that on
“Three People”, the F-CLASS declines a lot compared to

CLASS which is due to the high compression of down-
sampling; the performance can be greatly increased by less
down-sampling.

Fig. 6 F-measure against object size ratio
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Fig. 7 Detecting results with
small coefficient β (weaker
constraint of foreground
sparsity). The first to the third
rows indicate the detected
results on “Foreground
Aperture”, “Camouflage,” and
“People in hall,” respectively

We can also conclude that, due to the smooth-term of
CLASS model, CLASS tends to bias the recall, while
F-CLASS can improve the precision by exploiting the
structural information of the original images through edge-
preserving up-sampling. Therefore, F-CLASS appears bias
to precision.

Other Discussion Firstly, we shall discuss the influence of
object size ratio to CLASS. The object size ratio (OSR) is
measured as:

OSR = 1

F

F∑
i=1

fi

N
× 100% (20)

where fi denotes the number of groundtruth foreground pix-
els of the ith frame, N denotes the resolution of the frame,
and F denotes the number of the frames. Figure 6 shows the
performance (F-measure) of CLASS and CLASS-I (with-
out global appearance consistency by setting μ to 0) with
different OSR from the 10 test videos. Thinking that the
largest object size ratio in the 10 test videos is still less
than 55 %, we crop the bounders of the “Foreground Aper-
ture” and “Part of car” to figure out larger object size ratios.
From Fig. 6, we can see: (1) CLASS significantly out-
performs CLASS-I especially when the size ratio is larger
than approximately 20 % which demonstrates the robust-
ness of CLASS while dealing with various size ratios. (2)
The performance of CLASS significantly declines when the
object size ratio is larger than approximately 65 % which
is visually almost full screen while CLASS-I declines at
approximately 25 % where the moving object is still a small
portion of the screen.

Furthermore, thinking that β controls the sparsity of the
foreground masks, one may suggest to set small coefficient
β in Eq. 4 for larger objects. However, from the theoretical
point of view, setting different parameters for different-
sized objects greatly effects the universality of the detection
model. In spite of this, we evaluate the detection on large

objects by decreasing the coefficient β in Eq. 4 and demon-
strating the detection results on Fig. 7. From which we
can see, it still fails for detecting large objects with small
coefficient β, which is also one of the motivations of our
work.

Component Analysis

In order to validate the component contribution of CLASS,
we evaluate the components of global appearance consis-
tency and fast implementation and report the results on
Table 6, where the precision, recall, and F-measure denote
the average values on 10 test video sequences. (1) CLASS:
the original Collaborative Low-Rank And Sparse Separation
without fast implementation; (2) F-CLASS: the fast imple-
mentation on original CLASS; (3) CLASS-I: the original
CLASS without global appearance consistency by setting μ

to 0; (4) F-CLASS-I: the fast implementation on CLASS-I.
From which we can see that: (1) CLASS significantly out-
performs CLASS-I and F-CLASS consistently outperforms
F-CLASS-I, which justify that the global appearance con-
sistency plays important roles to moving object detection.
2) Although F-CLASS and F-CLASS-I slightly cast into the
shade of CLASS and CLASS-I, respectively, the detecting
results of the fast implementation are still satisfactory and
with near-real-time speed (by 8.52 fps as shown in Table 7).
At the same time, in order to understand directly the role
of the components of CLASS, we visualize some detection

Table 6 Average precision, recall, and F-measure of our method and
its variants on the entire dataset. The italic fonts of results indicate the
best performance

Algorithm Precision Recall F-measure

CLASS 0.837 0.966 0.890

CLASS-I 0.699 0.642 0.612

F-CLASS 0.843 0.889 0.851

F-CLASS-I 0.672 0.618 0.591
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Table 7 The code type and
frames per second (FPS) DECOLOR GMM VIBE PCP CLASS F-CLASS

Code Type MATLAB
& C++

C++ C++ MATLAB MATLAB
& C++

MATLAB
& C++

FPS 2.02 74.26 253.41 23.58 0.43 8.52

results; Fig. 8 demonstrates the detected results on a certain
frame of the five test video clips, which visually demon-
strates the significance of the global appearance consistency
and the fast implementation.

Efficiency Analysis

The experiments are carried out on a desktop with an Intel
i7 3.4GHz CPU and 32GB RAM, and implemented on
mixing platform of C++ and MATLAB without any code
optimization. Runtime of our method against other methods
is presented in Table 7, and all frames are with 240 × 180
resolution. From which we can see, F-CLASS can speed
up CLASS with almost 20 times (achieving about 8.52
FPS). Though GMM, VIBE, and PCP run much faster than
ours, these methods generally perform greatly worse than
CLASS and F-CLASS in precision, recall, and F-measure.
DECOLOR are comparable with CLASS in efficiency but
with much worse accuracy than CLASS and F-CLASS.
These demonstrate that F-CLASS keeps a good balance
in efficiency and accuracy. Notice that our F-CLASS is
near-real-time and can easily obtain real-time performance
though code optimization. In addition, we can further reduce
the computational burden by increasing the down-sampling
scalar with sacrificing slight accuracy or even cloud com-
puting [45, 46].

Furthermore, we present the influences of the down-
sampling scalars on the performance and computational
efficiency in Table 8. From the results, we can see that the
performance decreases slightly while the runtime decreases
greatly while turning the down-sampling scalar from 4 to
2. When the down-sampling scalar is between 4 and 5, the
results have great changes in both performance and com-
putational efficiency. Therefore, we set the down-sampling
scalar to be 4 in this paper to balance accuracy-efficiency
trade-off.

Limitations

We also encounter unsatisfying detection results such as on
data “Foreground Aperture” and “Camouflage” as shown
in Figs. 3 and 5. When the background contains similar
color/gray-scale part as the foreground, our method tends
to detect it as foreground in some certain frame(s). This
may result from the assumption of GMM-based background
modeling methods that the foreground is generally with dis-
tinguishing appearance to background. One can see that it
can be alleviated by decreasing the weight of GMM (the
parameter μ), but the ability of our method on detecting
large object may consequently decline. This limitation could
be refined by the motion changes between the continuous
frames.

Fig. 8 Example results of our
method and its variants on the
several datasets. The first to fifth
rows indicate the detected results
on “Foreground Aperture”,
“Camouflage”, “people In
Shade”, “Part of car” and
“People in hall,” respectively
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Table 8 The performance and runtime of different down-sampling
scalars on several videos

Scalar F-measure FPS

2 0.92 5.88

3 0.92 7.85

4 0.91 10.49

5 0.83 18.25

Conclusion

This paper has proposed a collaborative model for robust
moving object detection. Our moving object detectors take
the foreground as sparse outliers while pursuing the low-
rank structure background. In the mean time, our frame-
work also retrained superior global appearance consistency.
Through detecting moving objects with various visual sizes,
we verified the robustness of our collaborative model.
Extensive experiments on the public and collected video
sequences suggest that the proposed method outperforms
other state-of-the-art detection methods. In future work, we
will focus on extending our model to online or stream-
ing fashion for real-life applications and also improve our
method to handle the limitations of over-huge objects or
similar appearance of foreground and background.
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