Spatial-temporal representatives selection and weighted patch descriptor for person re-identification
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ABSTRACT

How to represent the sequential person images is a crucial issue in multi-shot person re-identification. In this paper, we propose to select the spatial-temporal informative representatives to describe the image sequence. Specifically, we address representatives selection as a row-sparsity regularized minimization problem which can be effectively solved via convex programming. The sparsity of the representatives is controlled by a regularization parameter based on both spatial and temporal dissimilarities. Furthermore, we design a weighted patch descriptor by employing the random walk with restart model to propagate the patch weights on the person image. Finally, we utilize the cross-view quadratic discriminant analysis as the metric learning to mitigate the cross-view gaps among different cameras. Extensive experiments on three benchmark datasets IIIDS-VID, PRID 2011 and SAVT-SoftBio demonstrate the promising performance of the proposed method.

1. Introduction

Person Re-identification (Re-ID) aims to recognize the same individual crossing non-overlapping camera networks, which is a crucial step of surveillance systems in modern society. Despite of years of effort, it still faces big challenges due to the occlusions and the cross-view gaps (visual differences while crossing different cameras) caused by the changes of illumination, viewpoint, person pose and so on.

In spite of great achievement on single-shot Re-ID where only a single image is recorded for each person per camera view, the limited information of a single image impedes its performance. Multi-shot Re-ID, where normally the sequential frames are recorded for each person per camera view, is more natural in real-life surveillance systems, and expected to boost the performance of Re-ID. Therefore, we focus on multi-shot Re-ID in this paper. Despite of richer information in multiple images, there are additional challenges in multi-shot Re-ID. On the one hand, the majority of the sequential frames contain redundant information with similar visual appearance. Therefore, it is crucial to summarize and interpret the person images by informative representatives. Some existing works selected the representatives via clustering. Has sen et al. [1] proposed to select key frames based on Mean-shift clustering [2]. Li et al. [3] designed a Fisher discriminant analysis guided hierarchical clustering method for multi-shot Re-ID. However, they clustered the person images only based on the spatial dissimilarity. To our knowledge, none of the existing methods take into account the temporal relationships between the sequential person images.

On the other hand, the distractors or junk are ubiquitous due to false detection or tracking which generates the bounding boxes as person images for Re-ID. As a result, background clutters and occlusions may corrupt the appearance descriptors of the person and the further learning model for identification. Therefore, it is essential to highlight the person body against the background or occlusions on the person images.

Based on above discussion, we propose a novel spatial-temporal representatives selection (STRS) method based on the weighted patch descriptor for multi-shot Re-ID. The main contribution in this paper can be summarized as follows:

- We propose to select the spatial-temporal representatives for multi-shot Re-ID. Specifically, we employ the row-sparsity regularized minimization program to select the informative representatives based on both spatial and temporal priors.
- In order to suppress undesired background clutters in a bounding box, we design a weighted patch descriptor to enhance the discrimination between the person and background based on the random walk with restart model.
The rest of this paper is organized as follows. Section 2 reviews the literatures on multi-shot Re-ID. Section 3 elaborates the proposed approach, followed by the evaluation of our approach comparing with the state-of-the-arts in Section 4. Finally, Section 5 concludes our paper.

First of all, the notation definition in the following sections can be referred as Table 1.

### 2. Related work

The traditional paradigm of Re-ID falls into two research paths: (1) appearance modeling to leverage the various changes and occlusions between cameras and, (2) learning models to mitigate the appearance gaps between the low-level features and high-level semantics.

#### 2.1. Appearance modeling

Appearance modeling on single-shot Re-ID has been well explored in the past decade. Liu et al. [4] and Zhao et al. [5] selected discriminative features which adaptively exploited features based on the person appearance. Liao et al. [6] designed a local maximal occurrence descriptor for person Re-ID. Shi et al. [7] encoded the person via horizontal stripes in multi-level to capture both visual cues and spatial structure. A straightforward strategy to employ the single-shot appearance models on the image sequences in the multi-shot Re-ID task is the averaging pooling. However, appearance modeling for multi-shot Re-ID concerns more on temporal aspect. Cheissari et al. [8] developed a spatiotemporal segmentation algorithm to provide a structural information with stable appearance invariance for person images. Farenzena et al. [9] proposed symmetry-driven accumulation of local features based on the distribution rules of a human body. Cheng et al. [10] designed a visual descriptor, named Custom Pictorial Structure (CPS), to learn the appearance of an person by improving the localization of its parts from multiple images. Bedagkar-Gala and Shah [11] designed an adaptive part-based spatiotemporal model based on the color and facial features to characterize person appearance. Bazzani et al. [12] statistically explored the global chromatic and local patch appearance on the informative image set of a person. Bak et al. [13] and Wu et al. [14] used the pose priors to solve pose variation based on two strict assumptions. However, they modeled the appearance of the person images on the whole bounding boxes, while the background clutters and occlusions may corrupt the appearance descriptors and the forthcoming learning models.

#### 2.2. Learning models

The pioneer learning models for single-shot Re-ID include KISSME [15], LMNNR [16] and ITML [17]. Recently, Liao et al. [6] designed a cross-view quadratic discriminant analysis to learn the metric on the derived subspace. You et al. [18] proposed a top-push distance learning model which enforced the optimization to select more discriminative features to distinguish persons. The naive way to extend such single-shot learning methods to the multi-shot case is to evaluate every possible image pair as the training or testing set and aggregate the results. Recently, some methods specifically handle the multi-shot learning problem. Cong et al. [19] introduced a graph-based approach to learn the manifold structure while preserving the properties of the video sequences lower dimensional subspace for Re-ID. Simonnet et al. [20] explored the multi-shot Re-ID as the temporal sequence matching via dynamic time warping (DTW). Zhang et al. [21] measured the similarity between the image subsets by introducing an energy-based loss function. Pedagadi et al. [22] embedded the image features into a lower dimension space via Local Fisher Discriminant Analysis (LFDA) [23] for multi-shot Re-ID with more training samples. Li et al. [24] proposed to train a random forest within pairwise constraints to address the multi-shot Re-ID in the reduced random projection subspace. Li et al. [25] proposed to learn the local metric field by exploring the discriminative potentiality of a new set-to-set distance. Wang et al. [26,27] automatically selected discriminative video fragments and simultaneously learnt a video ranking Re-ID. However, most of existing methods explored the sequential person images on the entire sequence, where the redundant information among the adjacent frames may bias the learning models.
3. Our approach

In this paper, we propose a novel spatial-temporal representatives selection based on the weighted patch descriptor for multi-shot Re-ID. Our approach consists of three steps. First, we select the informative spatial-temporal representatives from the sequential person images via the row-sparsity regularized minimization optimization problem. Second, we construct a weighted patch descriptor based on the random walk with restart model [28,29] to suppress the undesirable background clutters and occlusions. Finally, we perform multi-shot Re-ID using Cross-view Quadratic Discriminant Analysis (XQDA) method [6] to mitigate the cross-view gaps among the non-overlapping cameras.

3.1. Spatial-temporal representatives selection

We shall elaborate our spatial-temporal representatives selection (STRS) method in this section.

3.1.1. Model formulation

Given \( X = [x_1, x_2, \ldots, x_N] \in \mathbb{R}^{d \times N} \) as the sequential person images containing \( N \) frames in \( d \)-dimensional feature space, and \( D_{ij} \) as the nonnegative spatial distance (dissimilarity) between frame \( x_i \) and \( x_j \), we consider the problem of selecting a few representatives \( X^S \subseteq X \) that can efficiently describe the whole image sequence \( X \) based on the dissimilarities \( D_{ij} \) between images. Let \( Z_{ij} \) indicate the probability of representing the \( i \)-th frame by the \( j \)-th frame. From the probability perspective, we expect \( Z_{ij} \) to be non-negative together with the nature of \( \sum_{j=1}^{N} Z_{ij} = 1 \) [30,31]. Therefore, we construct the formulation as,

\[
\min_Z \sum_{i=1}^{N} \sum_{j=1}^{N} D_{ij} Z_{ij} + \lambda \| Z \|_{2,1} \tag{1}
\]

subject to \( Z_{ij} \geq 0 \) for all \( i, j \), where \( \| Z \|_{2,1} = \sum_{i=1}^{N} \sqrt{\sum_{j=1}^{N} Z_{ij}^2} \). The first term reflects the total cost of encoding the person images by selected representatives while the second term, which denotes the number of non-zero columns in matrix \( Z \), enforces the sparsity of the representatives. \( \lambda \) is the trade-off parameter controls the sparsity of the representatives. The equality constraint \( Z_{ij} = 1 \) together with nonnegative constraint \( Z_{ij} \geq 0 \) guarantee the nature of \( Z_{ij} \).

Since \( \| Z \|_{2,1} \) is hard to enforce, one popular way is to approximate \( \ell_{2,1} - \text{norm} \) by \( \ell_{1,2} - \text{norm} \) [30,31]. Therefore, Eq. (1) can be rewritten as,

\[
\min_Z \sum_{i=1}^{N} \sum_{j=1}^{N} D_{ij} Z_{ij} + \lambda \| Z \|_{1,2} \tag{2}
\]

subject to \( Z_{ij} \geq 0 \) for all \( i, j \), where \( \| Z \|_{1,2} = \sum_{i=1}^{N} \sum_{j=1}^{N} Z_{ij} \).

The above model has been successfully explored to select the representatives based on the content dissimilarities between video frames [30,31]. However, despite of the spatial dissimilarity, sequential frames are highly correlated along temporal shifting, which plays an important role in data mining and learning areas [32,33]. As we observed, adjacent person images are generally with high similarity. Therefore, in addition to the spatial dissimilarity, we further expect to select the temporally sparse representatives. Let \( T_{ij} = |j - i| \) be the temporal dissimilarity between frame \( x_i \) and \( x_j \), we propose to incorporate temporal relationship in representatives selection. Based on the above discussion, we formulate our Spatial-temporal Representatives Selection (STRS) problem as,

\[
\min_Z \sum_{i=1}^{N} \sum_{j=1}^{N} D_{ij} Z_{ij} + \alpha \sum_{i=1}^{N} \sum_{j=1}^{N} T_{ij} Z_{ij} + \lambda \| Z \|_{1,2} \tag{3}
\]

subject to \( Z_{ij} \geq 0 \) for all \( i, j \), where \( \alpha \) is the balance parameter to leverage the contribution of the temporal aspect.

Using matrix operation, Eq. (3) can be formulated more compactly as,

\[
\min_Z \text{Tr}(D^TZ) + \alpha \text{Tr}(T^TZ) + \lambda \| Z \|_{1,2} \tag{4}
\]

subject to \( Z_{ij} \geq 0 \) for all \( i, j \), where \( \text{Tr}(\cdot) \) denotes the trace operator.

3.1.2. Optimization

Our STRS in Eq. (4) is a convex problem. The global optimal solution can be efficiently computed using the following Alternating Direct Method of Multipliers (ADMM) algorithm [34,35].

We first rewrite the problem of Eq. (4) as,

\[
\min_{Z,Y} \text{Tr}(D^TZ) + \alpha \text{Tr}(T^TZ) + \lambda \| Z \|_{1,2} \tag{5}
\]

subject to \( \text{Tr}(Z) = 1 \), \( Y \geq 0 \), \( Z = Y \).

Then, ADMM [34,35] solves a sequence of sub-problems as,

\[
\min_{Z,Y} \text{Tr}(D^TZ) + \alpha \text{Tr}(T^TZ) + \lambda \| Z \|_{1,2} + \frac{\mu}{2} \| Z - Y \|_F^2 + \langle \Lambda, Z - Y \rangle \tag{6}
\]

subject to \( Z = Y \), \( \mu \geq 0 \), where \( (P, B) = \text{Tr}(P^TB) \). \( \Lambda \) is Lagrange multipliers, \( \mu \) is a penalty parameter.

There are two main parts of the whole ADMM algorithm, i.e., solving the sub-problems (Step 1 and Step 2) and updating parameters (Step 3).

Step 1. Solving \( Y \) while fixing \( Z \). The problem becomes,

\[
\min_{Z,Y} \text{Tr}(D^TZ) + \alpha \text{Tr}(T^TZ) + \lambda \| Z \|_{1,2} + \frac{\mu}{2} \| Z - Y \|_F^2 + \langle \Lambda, Z - Y \rangle \tag{7}
\]

subject to \( \text{Tr}(Z) = 1 \), \( Y \geq 0 \).

This problem can effective solved as discussed in [31].

Step 2. Solving \( Z \) while fixing \( Y \). The problem becomes,

\[
\min_{Z,Y} \lambda \| Z \|_{1,2} + \frac{\mu}{2} \| Z - Y \|_F^2 + \langle \Lambda, Z - Y \rangle \tag{8}
\]

which is equivalent to,

\[
\min_{Z,Y} \lambda \| Z \|_{1,2} + \frac{\mu}{2} \| Z - Y \|_F^2 + \langle \Lambda, Z - Y \rangle \tag{9}
\]

The optimal \( Z^* \) is given by,

\[
Z^* = \Theta \left( Y - \frac{1}{\mu} \Lambda \right) \tag{10}
\]

where \( \Theta \) is the \( \epsilon_{1,1} \) minimization operator [36].

Step 3. Updating parameters \( \Lambda \) and \( \mu \) as,

\[
\Lambda \leftarrow \Lambda + \mu (Z - Y) \quad \mu \leftarrow \rho \mu \tag{11}
\]

where \( \rho > 1 \).

The algorithm iteratively conducts Step 1–Step 3 until convergence. The complete algorithm is summarized in Algorithm 1.

Given the sequential image sequence of a person, we can construct the selected representatives \( X^S \subseteq X \) according to the indices of the nonzero rows of \( Z \).
Algorithm 1: Optimization procedure of STRS in Eq. (4).

Input: $D, T$

Initialize $Y = Z = I$, $\Lambda = 0$, $\lambda = 0.1$, $\alpha = 0.9$, $\mu = 10^{-1}$.

Output: $Z$
1: while not converges do
2: \hspace{1em} Solve $Y$ while fixing $Z$ as,
\hspace{2em} $\min_{Y} \{ \text{Tr}(D^2Y) + \alpha \text{Tr}(T^2Y) + \frac{\mu}{2} \|Z - Y\|_F^2 + \langle \Lambda, Z - Y \rangle \}$
\hspace{2em} s.t. $Y^2 = Y^T Y = I$, $Y \geq 0$
3: \hspace{1em} Solve $Z$ while fixing $Y$ as,
\hspace{2em} $\min_{Z} \{ \lambda \|Z\|_F^2 + \frac{\beta}{2} \|Z - Y\|_F^2 + \langle \Lambda, Z - Y \rangle \}$
4: \hspace{1em} Update parameters $\Lambda$, $\mu$ as,
\hspace{2em} $\Lambda = \Lambda + \mu (Z - Y)$, $\mu = \rho \mu$
5: end while

3.2. Weighted patch descriptor

Although above model can select the spatial-temporal representatives from person images, a single person image itself, which is commonly represented by a rectangular bounding box, contains both person body and background clutters. These background clutters usually lead to inaccurate dissimilarity computation and thus degrade our representations selection results. In order to highlight the person area while suppress the background or occlusion area on the person image, we design a weighted patch descriptor for representatives selection and the forthcoming metric learning. First, we employ the random walk with restart model [28,29] to propagate the patch weights across different patches of image. Then, we incorporate the obtained patch weights into a patch-based feature descriptor, local maximal occurrence [6] to obtain a kind of robust weighted feature descriptor.

3.2.1. Patch weights propagation

Given the person image with $m \times n$ patches, we construct a graph $G(V, E)$ whose nodes represent $m \times n$ patches and edges denote the relationship among patches. If nodes/patches $v_i, v_j \in V$, $i = 1, \ldots, mn$, are $8$-neighbors, the corresponding edge weight $w_{ij} \in W$, which reflects the similarity between patches $v_i$ and $v_j$ is defined as,

\[
   w_{ij} = \exp(-\gamma \| f_i - f_j \|^2)
\]

where $\gamma$ indicates a scaling parameter, $f_i$ and $f_j$ are the feature vectors of patch $v_i$ and $v_j$. According to the random walk with restart model [28,29], the probability that a walker moves from node $v_i$ to node $v_j$ is normalized as,

\[
   a_{ij} = \frac{w_{ij}}{\sum_j w_{ij}}
\]

where $a_{ij} \in A$ is the transition matrix.

It is noted that the patches around the center of the image have higher probabilities to belong to the person body [29]. Based on this observation, we define the restart distribution as,

\[
   r = (1 - \beta) r_{row} + \beta r_{col} / 2
\]

where $\beta$ is the hyper-parameter, $r_{row}$ and $r_{col}$ indicate the restart distributions in rows and columns respectively. As illustrated in Fig. 1(a), given $\Omega_{\text{bd}}$ and $\Omega_{\text{in}}$ as the boundary patch set and inner patch set of the image respectively, $r_{row}$ and $r_{col}$ are defined as,

\[
   r_{row} = \begin{cases}
   \text{Dis}(f_i, f_{row}), & v_i \in \Omega_{\text{in}}, \\
   0, & v_i \in \Omega_{\text{bd}}.
\end{cases}
\]

\[
   r_{col} = \begin{cases}
   \text{Dis}(f_i, f_{col}), & v_i \in \Omega_{\text{in}}, \\
   0, & v_i \in \Omega_{\text{bd}}.
\end{cases}
\]

where $\text{Dis}(f_i, f_{row})$ (or $\text{Dis}(f_i, f_{col})$) denotes the Euclidean distance between the feature vectors of patch $v_i$ and the patch $v_{row}$ of the same column (or $v_{col}$ of the same row) as patch $v_i$ along the center patch row (or column), as illustrated in Fig. 1(b).

The key idea of random walk with restart (RWR) model [28,29] is that the walker is forced to return to specified nodes based on a restart distribution $r$. Formally, given $r$, RWR iteratively updates the current probability distribution $\pi^t$ as follows,

\[
   \pi^{t+1} = \epsilon A \pi^t + (1 - \epsilon) r
\]

where $(1 - \epsilon)$ is the restart probability. The converged distribution $\pi^*$ satisfies,

\[
   \pi^* = \epsilon A \pi^* + (1 - \epsilon) r
\]

Eq. (18) can be effectively solved as,

\[
   \pi^* = (1 - \epsilon) (I - \epsilon A)^{-1} r
\]

We render $\pi^*$ as the weights of corresponding patches. Fig. 2 visualizes some example results of the calculated patch weights. From which we can see, it can help us enhance the person body (higher weights) and suppress the influence of the background or occlusions (lower weights), which is expected to guide a more effective matching.

3.2.2. Weighted feature extraction

Once obtained the patch weights $\pi^* = [\pi_1, \ldots, \pi_{mn}]$, we construct the weighted feature descriptor by integrating the weights into a patch-based feature descriptor, local maximal occurrence [6]. Specifically, given $f_i$ as the feature vector of the $i$-th patch on a person image which is extracted in the same manner as [6], we construct the weighted patch descriptor as $[\pi_1 f_1, \ldots, \pi_{mn} f_{mn}]$. Furthermore, a three-scale pyramid scheme is considered via down-sampling and local average pooling operation (more details refer to [6]). The final weighted descriptor $x_i$ of each image has 26,960 dimensions. Noted that, the representatives selection is based on the weighted descriptor $x_i, i = 1, \ldots, N$.

3.3. Metric learning for representatives based multi-shot Re-ID

After selecting the informative representatives on the weighted patch descriptors, a metric learning step is essential to mitigate the cross-view gaps caused by the changes such as illumination, viewpoint, person pose and so on while crossing different cameras. Different from the verification problem which judges
whether the image pair from two non-overlapping cameras derives from the same person or not via binary classification methods [37–39], the common strategy for Re-ID is to learn a metric distance function to rank the gallery images in one camera view against each probe image from another camera view. In this paper, we employ the Cross-view Quadratic Discriminant Analysis (XQDA) method [6] as the metric learning for Re-ID. Let $X^a$, $X^b$, where 

$$X^a = [x^a_1, x^a_2, \ldots, x^a_{n^a}] \in \mathbb{R}^{d \times n^a}$$

and $X^b = [x^b_1, x^b_2, \ldots, x^b_{n^b}] \in \mathbb{R}^{d \times n^b}$ denote the cross-view training set of $n^a$ and $n^b$ selected representatives of $n^a$ and $n^b$ persons from camera $a$ and camera $b$ respectively. They can be further expanded as: $X^a = [x^a_1, x^a_2, \ldots, x^a_{n^a}]$ and $X^b = [x^b_1, x^b_2, \ldots, x^b_{n^b}]$, while $x^a_j, x^b_j \in \mathbb{R}^d$ denoting the weighted feature vector of the $i$-th selected representative in camera $a$ and camera $b$ respectively. Due to the unreliable result and inefficient procedure caused by the large dimensional features [40], XQDA [6] learns a subspace $H = [h_1, h_2, \ldots, h_l] \in \mathbb{R}^{d \times l}$, and the distance function in the $r$-dimensional subspace for the cross-view dissimilarity measurement.

$$d_H(X^a, X^b) = (X^a - X^b)^T H (X^a - X^b),$$  

(20)

where $\Sigma_i^{-1} = H^T \Sigma_i H$ and $\Sigma_i^{-1} = H^T \Sigma_i E$. $\Sigma_i$ and $\Sigma_E$ are the covariance matrices of the intrapersonal variations $\Omega_i$ and the extrapersonal variations $\Omega_E$. The subspace $H$ projection matrix $h$ can be given to solve Eq. (20) due to the difficulty to directly optimize $d_H$. We can optimize Eq. (20) via,

$$j(h) = h^T \Sigma_h h$$

Then, the solution of $j(h)$ is given as,

$$\max_h h^T \Sigma_h h$$

$$s.t. h^T \Sigma_h h = 1$$

(22)

The computation of $\Sigma_i$ and $\Sigma_E$ is provided as follows,

$$n_i \Sigma_i = \bar{X}^a \bar{X}^a^T + \bar{X}^b \bar{X}^b^T - QG^T - GQ^T,$$

$$n_E \Sigma_E = n^a \bar{X}^a \bar{X}^a^T + n^b \bar{X}^b \bar{X}^b^T - SR^T - RS^T - n_i \Sigma_i,$$

(23)

where

$$\bar{X}^a = (\sqrt{\psi_1} x^a_1, \sqrt{\psi_2} x^a_2, \ldots, \sqrt{\psi_j} x^a_j, \ldots, \sqrt{\psi_{n^a}} x^a_{n^a}),$$

$$\bar{X}^b = (\sqrt{\tau_1} x^b_1, \sqrt{\tau_2} x^b_2, \ldots, \sqrt{\tau_j} x^b_j, \ldots, \sqrt{\tau_{n^b}} x^b_{n^b}),$$

$$Q = (\sum_{j=1}^{n^a} x^a_j \sum_{j=2}^{n^a} x^a_j, \sum_{j=1}^{n^a} x^a_j, \ldots, \sum_{j=1}^{n^a} x^a_j),$$

$$G = (\sum_{j=1}^{n^b} x^b_j \sum_{j=2}^{n^b} x^b_j, \sum_{j=1}^{n^b} x^b_j, \ldots, \sum_{j=1}^{n^b} x^b_j),$$

$$S = \sum_{j=1}^{n^a} x^a_j \sum_{j=1}^{n^a} x^a_j,$$

$$T = \sum_{j=1}^{n^b} x^b_j,$$

$\psi_i$ and $\tau_i$ are the gallery and probe labels, respectively. $\sqrt{\psi_i}$ and $\sqrt{\tau_i}$ are the number of the selected representatives of the $i$-th person from $X^a$ and $X^b$, respectively.

4. Experimental results

We evaluate our method on three benchmark datasets including iLIDS-VID [26], PRID 2011 [41] and SAIVT-SoftBio [42] comparing to the state-of-the-art algorithms for multi-shot Re-ID. We use the standard measurement named Cumulative Match Characteristic (CMC) curve to figure out the matching results, where the matching rate at rank-$n$ indicate the percentage of correct matchings in top $n$ candidates according to the learnt distance function Eq. (20).

4.1. Experiment setup

4.1.1. Datasets

iLIDS-VID [26] is created from the pedestrians observed in two non-overlapping camera views from the iLIDS Multiple-Camera Tracking Scenario (MCTS), which was captured at an airport arrival hall under a multi-camera CCTV network. It consists of 600 image sequences for 300 randomly sampled people. The length of each image sequence varies from 23 to 192 frames, with an average number of 73. It is a very challenging dataset due to large viewpoint and illumination variations, occlusions and similar clothing among person across cameras.

PRID 2011 [41] consists of 400 image sequences of 200 outdoor persons in two adjacent cameras. The length of each image sequence varies from 5 to 675 image frames, with an average number of 100. Following the protocol in [34,42,43], we only evaluate 178 persons with length $>21$ frames. The images in this dataset involve viewpoint, illumination, and background variations. Compared to iLIDS-VID dataset, it was captured with clean background and rare occlusions.

SAIVT-SoftBio [42] consists of 152 persons captured from eight surveillance cameras in a building environment. Since not every person appears in each camera view, following the literature [42,43], we select cameras 3/8 including 99 person pairs with similar viewpoints and cameras 5/8 including 103 person pairs with large viewpoint changes. The length of the image sequence in selected camera pairs varies from 10 to 992, with average number of 200 frames. Images captured from camera pair 5/8 are more challenging than those from cameras 3/8 due to the larger viewpoint changes.

4.1.2. Parameters

For iLIDS-VID and PRID 2011, We randomly select half of the persons as training and the other half as testing. For SAIVT-SoftBio, following the principle in [43], we randomly select one third samples as training and the remaining as testing. There are five important parameters in our method. During weight calculation, the scaling parameter $\gamma$ controls the similarity between patches, $\epsilon$ controls the proportion of initial weight referring to the restart distributions, while $\beta$ is the hyper-parameter determining the proportion of the restart distributions in rows and columns. During spatial-temporal representatives selection, $\lambda$ is the trade-off parameter controlling the sparsity of the representatives. Smaller $\lambda$, more representatives will generate. $\alpha$ is the trade-off between dissimilarity matrix $D$ and temporal matrix $T$. We adjust one parameter while fixing other parameters and then obtain the best performance for our approach. The parameters are empirically set as: $\{\gamma, \epsilon, \beta, \lambda, \alpha\} = \{0.004, 0.1, 0.85, 0.1, 0.9\}$. 

**Fig. 2.** The examples of weights visualization. (a) Clean background, (b) less occlusion, (c) medium occlusion, (d) background occlusion and (e) Larger occlusion. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Table 2
Comparison results on iLIDS-VID and PRID 2011 (in %).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>iLIDS-VID</th>
<th>PRID 2011</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method</td>
<td>rank 1</td>
<td>rank 5</td>
</tr>
<tr>
<td>SDAFL</td>
<td>6.3</td>
<td>18.8</td>
</tr>
<tr>
<td>Salience</td>
<td>10.2</td>
<td>24.8</td>
</tr>
<tr>
<td>RankSVM</td>
<td>18.6</td>
<td>43.3</td>
</tr>
<tr>
<td>RPFIR</td>
<td>14.5</td>
<td>29.8</td>
</tr>
<tr>
<td>LFDA</td>
<td>21.1</td>
<td>34.8</td>
</tr>
<tr>
<td>SRID</td>
<td>24.9</td>
<td>44.5</td>
</tr>
<tr>
<td>IVDL</td>
<td>25.9</td>
<td>48.2</td>
</tr>
<tr>
<td>AFDA</td>
<td>37.5</td>
<td>62.7</td>
</tr>
<tr>
<td>DVR</td>
<td>39.5</td>
<td>61.1</td>
</tr>
<tr>
<td>OURS</td>
<td>64.5</td>
<td>86.8</td>
</tr>
</tbody>
</table>

Fig. 3. The cumulative match characteristic curves on iLIDS-VID and PRID 2011 in comparison with the state-of-the-arts.

Table 3
Comparison results on SAIVT-SoftBio (in %).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>SAIVT-SoftBio (Cameras 3/8)</th>
<th>SAIVT-SoftBio (Cameras 5/8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Method</td>
<td>rank 1</td>
<td>rank 5</td>
</tr>
<tr>
<td>LFDA</td>
<td>12.2</td>
<td>36.8</td>
</tr>
<tr>
<td>RankSVM</td>
<td>32.4</td>
<td>68.4</td>
</tr>
<tr>
<td>FDFS</td>
<td>33.2</td>
<td>60.5</td>
</tr>
<tr>
<td>Fused</td>
<td>36.4</td>
<td>60.3</td>
</tr>
<tr>
<td>AFDA</td>
<td>41.0</td>
<td>72.7</td>
</tr>
<tr>
<td>OURS</td>
<td>83.4</td>
<td>98.8</td>
</tr>
</tbody>
</table>

4.2. Evaluations on benchmarks

The performance of the proposed approach on the three benchmark datasets comparing with the state-of-the-art algorithms is reported in this section.

iLIDS-VID. The comparison results on iLIDS-VID dataset is reported in Table 2 and Fig. 3(a). As we can see, our approach achieves the best performance. Specifically, the Rank 1 and Rank 5 performances of ours are 64.5% and 86.80%, respectively, where as the second best results are 39.5% and 61.1%, respectively.

PRID 2011. The results on PRID 2011 dataset are shown in Table 2 and Fig. 3(b). Compared to the iLIDS-VID dataset, this dataset is easier to achieve better performance due to the relatively more clean background and fewer occlusions. Our approach can achieve 84.2% by Rank 1 which is almost twice of the second best method AFDA [3].

SAIVT-SoftBio. The results on SAIVT-SoftBio dataset are shown in Table 3. We adopt the same experimental protocols as Fused [42] and FDFS [43]. Clearly, our approach significantly outperforms the state-of-the-art algorithms. Specifically, in Cameras 3/8 case, the Rank 1 and Rank 5 have reached 83.4% and 98.8%. While for the more challenging case, Cameras 5/8, the results of Rank 1 and Rank 5 are 75.7% and 90.8%, respectively.

4.3. Component analysis

In order to evaluate the component contribution of our method, we evaluate the component of the weighted patch descriptor and the spatial-temporal representative selection. Fig. 4 reports the component analysis. Generally speaking: (1) Spatial-temporal representatives selection outperforms either spatial or temporal representatives selection on both original feature and the weighted
feature, which indicates the contribution of taking into account of both spatial and temporal dissimilarities. (2) wSTRS, wSRS and wTRS outperforms STRS, SRS and TRS respectively, which implies the benefit of the weighted patch descriptor. (3) It seems that neither weights nor temporal information achieves distinct improvement on PRID 2011, the reason might be the images in PRID 2011 were captured with relatively clean background and rare occlusions. In a sense, our approach is more competitive for complex environments.

4.4. Parameter evaluation

Table 4 reports the parameter evaluation. Generally speaking, our method is not sensitive to the parameters. The most significant parameter is $\lambda$ which controls the sparsity of the representatives and significantly affects the performance of our method. As demonstrated in Fig. 5(b), we can achieve more sparse representatives and better performance by introducing the temporal aspect to Fig. 5(a). One may suggest to reduce the number of representatives by increasing $\lambda$ instead. Although we can achieve more sparse representatives by increasing $\lambda$ from 0.1 to 0.2 as shown in Fig. 5(c), the representatives are however not informative enough and therefore the matching rate is not competitive enough as the case in Fig. 5(b) by introducing the temporal aspect.

5. Conclusion

We have proposed a novel spatial-temporal representatives selection model for multi-shot person re-identification. The informative representatives are selected for each person based on their spatial and temporal dissimilarities. A convex objective function is formulated to find the optimal solution. Furthermore, we have designed a weighted patch descriptor by employing the random walk with restart weight propagation on the local maximal occurrence descriptor. Experimental results on the benchmark datasets demonstrate the superior performance of the proposed model. Our future work will focus on exploring the temporal consistency between the person images and the neural network based pattern recognition methods [48,49] for Re-ID.
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Fig. 4. Component analysis of proposed method. SRS, TRS and STRS denote Spatial Representatives Selection (by setting $\alpha = 0$), Temporal Representatives Selection (by setting $D_t = 0$) and Spatial-temporal Representatives Selection, respectively, on original features (by setting all $\alpha_i = 1$). wSRS, wTRS and wSTRS denote SRS, TRS and STRS on the weighted patch features, respectively.

Fig. 5. The examples of selected representatives against $\lambda$. The frames with the red bounding boxes indicate the selected representatives. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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