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Abstract
Vehicle re-identification (Re-ID) aims to match the vehicle images with the same identity captured by the non-overlapping

surveillance cameras. Most existing vehicle Re-ID methods focus on effective deep network architectures to extract

discriminative features from single-scale images. However, these methods ignored the complementary information from

different scales, which is a crucial factor in computer vision tasks. Attention mechanism, a commonly used technique in

recognition and detection tasks, can selectively focus on discriminative local cues of the image. In this work, we propose a

multi-scale attention framework which jointly considers multi-scale mechanism and attention technique for vehicle Re-ID.

Specifically, we exploit multi-scale mechanism in feature maps, which can acquire more comprehensive representations for

fusing global and local cues. Meanwhile, we exploit attention blocks on each scale subnetwork, which aims to mine

complementary and discriminative information. We conduct extensive experiments on three vehicle datasets, VeRi-776,

VehicleID and PKU-VD. The promising results demonstrate the effectiveness of the proposed method and yield to a new

state of the art for vehicle Re-ID.

Keywords Vehicle re-identification � Multi-scale � Attention

1 Introduction

Vehicle re-identification (Re-ID) is to verify whether

vehicle shot in one camera appears in other non-overlap-

ping cameras. It is of increasing importance in computer

vision task due to the wide range of potential applications

such as cross-camera tracking, intelligent monitoring and

urban surveillance. Although license plates are unique

identities for vehicles, their applications in uncontrolled

urban surveillance are limited since the current LPR (li-

cence plate recognition) techniques are struggling in such

complex environments where low-quality images, arbitrary

viewpoints, motion blur, poor lighting conditions are per-

vasive. Therefore, vehicle Re-ID approaches mainly devote

to exploring the vehicle appearance information. Similar to

the person Re-ID, vehicle Re-ID suffers from many chal-

lenges due to the viewpoint and illumination changes,

occlusion, which bring large appearance variations for the

same identity across different cameras, as shown on the top

three rows in Fig. 1. Furthermore, vehicle Re-ID has its

particular challenge: different identities may have similar

or even the same appearance especially for the vehicles

with the same model from the same manufacturer, as

shown at the bottom row in Fig. 1.

Recently, deep learning has been applied in numerous

computer vision problems such as object detection [5],

object recognition [3, 43], data representation [10]. A lot of

vehicle Re-ID methods based on CNN networks

[19, 44, 47] have been developed recently. They mainly

focus on either designing new network architectures to

learn more discriminative features or introducing extra

information to boost the performance of the vehicle Re-ID
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models. Most of them focused on the information learnt

from the single scale of the original vehicle images while

ignoring the information from different scales. Local

information is crucial cues in vehicle Re-ID. As shown in

Fig. 1, the different identities with similar global appear-

ance can be better distinguished according to there local

appearance cues. Multi-scale mechanism has been suc-

cessfully applied in many computer vision tasks such as

video content-based advertising [45], object detection

[9, 21], face recognition [30] and segmentation [13], con-

sidering that small scales contain more global information

and large scales contain more local cues. Therefore, it is

important to learn rich hierarchical features from multiple

scales in order to resolve the challenging appearance

ambiguity in vehicle re-identification.

Meanwhile, inspired by the fact that human visual sys-

tem (HVS) always concentrates on a certain part of visual

data, visual attention mechanism has been exploited in

many tasks such as person Re-ID [16], pedestrian counting

[38], detection [39] and image search [1]. Visual attention

model can automatically produce the regions of interest

from the image. To mine the discriminative local parts, we

propose to introduce the visual attention mechanism into

each scale in a unified end-to-end network.

Pooling layers are essential parts of CNN network which

are used to expand the fields of perception. However, they

shrink the size of feature maps to decrease the resolution.

Therefore, the fine-grained information in extracted feature

maps is always lost in conventional deep learning models,

which is crucial in Re-ID task. Considering the over-small

size problem of the original feature maps caused by pool-

ing operations, we apply multi-scale mechanism on feature

map level to supply the missing information caused by

pooling operations [46].

Based on the above discussion, we propose a novel

multi-scale attention framework (MSA) for vehicle Re-ID,

as shown in Fig. 2. Firstly, we feed the image into a

backbone network, and rescale the produced feature maps

into multiple scales using bilinear interpolation. The fea-

ture maps at each scale are fed into a scale-specific sub-

network, each followed by a spatial-channel attention

block. After progressively training these subnetworks, we

finally use two convolutional layers to fuse the multi-scale

feature maps and fine-tune the whole network.

Compared with conventional approaches for vehicle re-

identification, this paper makes the following three main

contributions:

• We propose to explore the multi-scale mechanism into

the vehicle Re-ID task. By fusing the global and local

information from different scales, our method can

acquire more discriminative features which contain

global and local cues.

• We propose a novel multi-scale attention framework

(MSA) by integrating the attention model into the

multi-scale framework to further mine discriminative

cues, which provides a general framework to exploit

multi-scale attention for Re-ID.

• We jointly consider the multi-scale and spatial-channel

attention mechanism in a unified framework for vehicle

Re-ID. Comprehensive experimental results on three

benchmark datasets verify the promising performance

of the proposed method compared to state-of-the-art

methods.

The rest of this paper is organized as follows. Section 2

briefly reviews some recent related works. Section 3

elaborates the proposed multi-scale attention (MSA)

framework. Section 4 demonstrates the experimental

results on public benchmark datasets with comprehensive

evaluations on the proposed method, while Sect. 5 con-

cludes our paper.

illumination

viewpoint

occlusion

similar
appearance

same identities

different identities

Fig. 1 Illustration of challenges in vehicle Re-ID. The vehicle parked

in the first three rows demonstrate that the same vehicle identities

appear differently in vision due to the changes of the viewpoint,

illumination, and the occlusion. The last row illustrates the challenge

of different vehicle identities with extremely similar appearance,

where the green circles indicate the local difference in tags and

hangings
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2 Related work

In this section, we shall briefly review the recent related

works including vehicle Re-ID, multi-scale and attention

person Re-ID tasks.

2.1 Vehicle Re-ID datasets

Person Re-ID [16, 17, 50, 53] has drawn much attention

recently, which boosts the research of vehicle re-identifi-

cation. Several vehicle Re-ID datasets have been proposed.

Liu et al. [26] released the first vehicle Re-ID dataset VeRi-

776 which contains 37,778 images of 576 vehicles as

training set, 11,579 images of 200 vehicles as gallery set

and 1678 images of 200 vehicles as query set. Furthermore,

it provides attributes (color and type) information and a

part of license plate information. Liu et al. [23] released a

larger dataset VehicleID, which contains 221,763 images

of 26,267 vehicles, including the training set with 110,178

images of 13,134 vehicles and testing set with 111,585

images of 13,133 vehicles. Before above two dataset, Yang

et al. [41] proposed CompCars dataset with 136,726 images

of 1716 models from two scenarios (web-nature and

surveillance-nature). It artificially divided the vehicle

images into 100,000 pairs; therefore, it can also been used

for vehicle Re-ID task. More recently, Liu et al. [24]

proposed the Vehicle-1M dataset with nearly 1 million

vehicle images, which is the largest vehicle Re-ID dataset

at present. NVIDIA released a large CityFlow dataset [36]

in AI City Challenge in CVPR 2019, which contains

36,935 vehicle images from 40 cameras together with the

spatio-temporal path information. Yan et al. [12] proposed

a large-scale vehicle search dataset PKU-VD, which is

collected by high-resolution traffic cameras. There are

1,097,649 images of 141,756 vehicles in total. It contains

training set with 422,326 images of 70,591 vehicles and

testing set with 424,032 images of 71,165 vehicles.

2.2 Vehicle Re-ID methods

The development of deep learning model accelerate the

research of vehicle re-identification, a lot of effective net-

work architectures have been designed to achieve the better

matching performance for vehicle Re-ID. Zapletal et al.

[44] detected 3D bounding boxes of vehicles and extracted

robust vehicle representation based on color histograms

and histograms of oriented gradients. Zhang et al. [47]

improved the triplet-wise training based on classification-

oriented loss and a novel triplet sampling method for

vehicle Re-ID. Kanacı et al. [11] exploited cross-level

vehicle recognition method to avoid expensive and time-

consuming label collection. Zhu et al. [52] proposed novel

short and dense units, which can combine the advantages of

VGGNet and DenseNet. Furthermore, auxiliary

backbone

FC

Lid

spatial-
channel
attention

scale 1 subnetwork

spatial-
channel
attention

scale 2 subnetwork

spatial-
channel
attention

scale N subnetwork

FC

L2
id

FC

LN
id

FC

L1
id

embedding layers

F1

F2

FN

Ffinal

Fig. 2 Overall architecture of the proposed framework. We feed the

input image into the backbone network, and then we exploit bilinear

interpolation to generate N scale feature maps. Each scale feature map

is then fed into corresponding subnetworks, followed by the spatial-

channel attention block. After training these subnetworks, we use the

embedding layers to fuse the multi-scale attentional feature maps and

fine-tune the whole network
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information has been integrated in vehicle Re-ID task, such

as the spatiotemporal information [33], or attributes

information such as color and type [27]. Li et al. [19]

proposed a unified vehicle Re-ID framework which

exploited vehicle attributes and the relationship among

samples. Zhou et al. [51] first considered exploiting con-

ditional generative network to generate different viewpoint

vehicle images for vehicle Re-ID task. However, they

mainly focus on the global appearance of the vehicles

while neglected the local information in different scales

and the various contribution from different spatial and

channel aspects. Herein, we propose jointly consider the

multi-scale and spatial-channel attention mechanism in a

unified framework for vehicle Re-ID.

2.3 Multi-scale person Re-ID

Multi-scale mechanism has been successfully exploited in

person Re-ID task. One of the pioneer work is Li et al. [18],

which proposed a novel multi-scale discriminant distance

metric learning method to align the cross-scale image

domain. Liu et al. proposed a multi-scale deep person Re-

ID model [25] which down-sampled different scales of the

input image and fed them into different sub-networks to

extract multi-scale features, followed by fusing network.

To automatically fuse the contributions from different

scales of the person images, Fu et al. [4] designed a novel

multi-scale deep learning model which learnt deep robust

feature representations at different scales and automatically

selected the most discriminative scales for metric learning.

Chen et al. [2] proposed an deep pyramidal feature learning

CNN architecture to solve the challenge of the person

images with different scales (resolutions) in person Re-ID.

To better capture both the global and local information, this

paper propose to learn more discriminative descriptor by

multi-scale mechanism for vehicle Re-ID.

2.4 Attention models in person and vehicle Re-
ID

Attention mechanism has been first explored in person Re-

ID task due to its benefit of handling the matching

misalignment challenge [15, 35, 48]. For example, to learn

discriminative representations from global and local parts

of the person image, Su et al. [35] proposed a pose-driven

deep convolutional network which integrated the human

part cues into part-based Re-ID model. Li et al. [15]

designed a multi-scale context-aware network which could

locate the latent discriminative regions of image. To mine

the important human body as spatial constraint, Zhao et al.

[48] proposed a part-aligned human representation method

based on the spatial transformer network [8]. Liu et al. [29]

exploited a soft attention model to learn the discriminative

regions at the pixel level in person Re-ID task. Li et al. [16]

jointly learnt soft pixel attention and hard region attention

to boost the person Re-ID performance. Recently, Teng

et al. [37] proposed a spatial and channel attention network

to mine the discriminative features in vehicle Re-ID task.

However, they only simply employed single attention

block, while this paper introduces multiple attention blocks

with multi-scale mechanism, to achieve more comprehen-

sive feature representation for vehicle Re-ID.

3 Our algorithm

In this paper, we propose a multi-scale attention (MSA)

framework for vehicle re-identification. In this section, we

first make a brief summarization for the overall architecture

of MSA, followed by the elaboration of the multi-scale

mechanism and spatial-channel attention mechanism.

Finally, we summarize the implementation details of our

framework.

3.1 Overall architecture of MSA

The proposed multi-scale attention framework is shown in

Fig. 2. Our proposed framework consists of one backbone

network, multi-branch subnetworks and the embedding

layers.

Due to the compelling performance of residual learning,

we use the first three residual blocks of ResNet-50 [6] as

our backbone. Then we resize the feature map generated by

backbone into different scales and feed them into the fol-

lowing subnetworks correspondingly.

As shown in Fig. 2, each scale subnetwork is composed

of the Block-4 of ResNet-50 and a spatial-channel attention

block. We use these subnetworks to extract N-scale high-

level features ðF1;F2; . . .;FNÞ. Each subnetwork is learned

using the cross-entropy loss Lnid; n ¼ 1; 2; . . .;N.

The embedding layers consist of two convolution layers

and one FC layer. After resizing F2; . . .;FN to the F1 size,

the convolution layer is used to embed the comprehensive

features Fnðn ¼ 1; 2; . . .;NÞ into the higher level joint

feature Ffinal. Then, the feature Ffinal is fed into the FC layer

with the C-way softmax to predict the labels. We use cross-

entropy loss Lid to learn the parameters of the model,

Lid ¼ �
XC

c¼1

logðpðcÞÞqðcÞ; ð1Þ

where C is the number of vehicle identity in the training

set. q(c) is the one-hot vector of the ground-truth. p(c) is

the predicted probability by softmax. Lnid for n 2 1; . . .;N is

defined in the same manner as Lid, We shall elaborate the
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multi-scale and attention mechanisms in the following

sections.

3.2 Bilinear interpolation multi-scale mechanism

We introduce multi-scale in vehicle Re-ID task since dif-

ferent scales contains complimentary information. Jointly

learn from multiple scales would hopefully exploit this

complementary nature. We expand the scale of the original

feature maps, which can also deal with the over-small size

problem of the original feature maps caused by pooling

operations. Herein, we generate feature maps at different

scales to consider both coarse and fine information in

vehicle Re-ID. The low-resolution feature map and high-

resolution feature map will generate different representa-

tions, respectively.

3.3 Spatial-channel attention mechanism

Inspired by the theory of human vision, deep attention

learning methods have made great progress in computer

vision tasks such as person Re-ID [22, 34], image classi-

fication [31, 32], image question answering [42]. Attention

mechanism plays an important role in vehicle Re-ID

especially for the vehicles with highly similar global

appearance. By enforcing the attention on different scales,

a more discriminative representation is expected to be

obtained. In this paper, we exploit the spatial-channel

attention model [16] as the attention block, which can

select discriminative regions of image and important

channel of feature maps for vehicle Re-ID. There are two

branches in the spatial-channel attention block, (1) the

Spatial Attention Branch (SAB) to select discriminative

pixels, and (2) the Channel Attention Branch (CAB) to

select important channels. Figure 3 shows the structure of

the spatial-channel attention model.

The input of spatial-channel attention block is an orig-

inal feature map f 2 Rh�w�c, where h, w, and c represent

the size of height, width, and channel of the feature map,

respectively. After the processing of spatial attention

branch and channel attention branch, we will obtain spatial

attention maps s 2 Rh�w�1 and channel attention maps

c 2 R1�1�c, respectively. To better integrate the generated

attention maps from SAB and CAB, a convolution layer is

followed after tensor product. We exploit the sigmoid

function to normalize the attention map, which has the

same size with the input feature map. Finally, we fuse the

weights of the final attention maps with the original feature

maps by element-wise multiplication, which generates the

final attentional feature maps.

3.3.1 Spatial attention branch (SAB)

We exploit SAB to automatically select discriminative

pixels of vehicle images. As shown in Fig. 3. We feed a set

of tensors f 2 Rh�w�c into the SAB branch which contains

four layers. We use a global channel-wise average-pooling

layer to compress the input feature map, which is defined

as follows [7]:

si;j ¼
1

c

Xc

k¼1

fi;j;k; ð2Þ

where fi;j;k represents the value of the k-th channel at the

location (i, j). After global channel-wise average-pooling

layer, a convolutional layer (with 3 � 3 filter) and a resize

layer is followed. Finally, we use a scaling convolutional

layer (with 1 � 1 filter) to learn an adaptive feature scale

for the fusing processing with channel attention map. Here

we employ ReLU as active function.

3.3.2 Channel attention branch (CAB)

We use CAB to automatically concentrate the discrimina-

tive channels of feature maps. CAB contains three layers as

shown is Fig. 3. Firstly, we exploit an average pooling

layer to aggregate spatial feature cues into channel signa-

ture (ck), which is defined as:

ck ¼
1

h� w

Xh

i¼1

Xw

j¼1

fi;j;k: ð3Þ

Then we add two convolution layers to learn an adaptive

feature scale for the fusing processing with spatial attention

map.

Figure 4 visualizes the spatial attention in vehicle Re-

ID. To better illustrate the benefit of the attention, we

demonstrate the corresponding attention maps for the two

vehicles with the same model and color but different IDs,

which is one of the key challenge in vehicle Re-ID. From

Fig. 4 we can observe that the spatial attention maps can

highlight the discriminative spatial regions, such as the

headlights, the vehicle tags or decorations, which are cru-

cial to distinguish the local difference for similar vehicle

images.

3.4 Implementation details

We progressively learn the three subnetworks and fine-tune

the whole multi-scale attention framework, as described in

Algorithm 1, which can significantly reduce the computa-

tional complexity. We initialize the backbone with the

parameters learned on ImageNet [14], and the rest of Re-ID

model from scratch. We train our model using mini-batch

gradient descent, and perform Adam optimizer at
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recommended parameters with an initial learning rate of

0.0001 and a decay of 0.96 every epoch. With more passes

over the training data, the model improves until it con-

verges. In this paper, we set the number of scales N ¼ 3

and experimentally set the size of each scale as

ð7� 7; 14� 14; 28� 28Þ. The reason why we only eval-

uated on three scales is that more scales will introduce

higher computational complexity without significant

improvement in accuracy. Three scales is an appropriate

trade-off between accuracy and efficiency.

Algorithm 1 The training process of MSA
Input: Vehicle Re-ID training data I, Identity labels Y
Output: Ffinal

1: n = 1
2: while n <= N do
3: minimize Ln

id

4: update θn
5: n = n + 1
6: end while
7: minimize Lid

8: update θ0 (parameters of backbone), θ1, θ2, · · · , θN
9: Return Ffinal

4 Experiments

We evaluate the effectiveness of the proposed multi-scale

attention framework on three vehicle Re-ID datasets VeRi-

776 [26], VehicleID [23] and PKU-VD [12], compared

with twelve state-of-the-art methods.

4.1 Evaluation settings

4.1.1 Datasets

VeRi-776 [26] is collected by 20 non-overlapping traffic

surveillance cameras, which contains 51,035 images with

corresponding type and color labels of 776 vehicles.

Specifically, the number of training, gallery and query sets

are collected as 37,778 images of 576 vehicles, 11,579

w

h c
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h c
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h c

reduce
conv

(1,3*3,2)

resize
conv

(1,1*1,1)

SAB

CAB

pool
(h*w,1)
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(c/r,1*1,1)
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(c,1*1,1)

sigmoid

w
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Fig. 3 The architecture of spatial-channel attention mechanism. The

original feature maps are firstly fed into 2 branches, the spatial

attention branch (SAB) to select discriminative pixels and the channel

attention branch (CAB) to select important channels. For better

combining generated feature maps, a convolution layer is followed

after tensor product. After normalizing the feature maps by sigmoid

function, we fuse the weights of final attention maps with the original

feature maps to achieve the final attentive feature maps

Fig. 4 Visualization of our spatial attention in vehicle Re-ID. From

left to right, a Query images, b Attention maps for (a), c Vehicle

images in gallery with the same type and color but with different ID

from the query image, d Attention maps for (c)
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images of 200 vehicles and 1678 images of 200 vehicles,

respectively.

VehicleID [23] is a larger vehicle Re-ID dataset from

real-world traffic surveillance environment, which contains

221,763 images of 26,267 vehicles in total. It contains

training set with 110,178 images of 13,134 vehicles and

testing set with 111,585 images of 13,133 vehicles. Fol-

lowing the protocols in [23], we utilize three different size

testing sets for evaluation, which contains 800, 1600 and

2,400 vehicles, respectively.

PKU-VD [12] is a large-scale vehicle Re-ID dataset

collected from high-resolution traffic cameras. It contains

two subsets VD1 and VD2, which were captured from

high-resolution traffic cameras and low-resolution surveil-

lance videos, respectively. The VD1 and VD2 subsets

initially contain 1,097,649 and 807,260 images, respec-

tively. After removing the vehicle images only containing

one viewpoint, the dataset has been split into 422,326

images of 70,591 vehicles in VD1 for training, while

424,032 images of 71,165 vehicles in VD1 for testing. In

the same manner, there are 342,608 images of 39,619

vehicles in VD2 for training while 347,910 images of

40,144 vehicles for testing. Both subsets consist of three

testing sets, e.g., small, medium and large, with 106,887,

604,032 and 1,097,649 samples, respectively, for VD1

while 105,550, 457,910 and 807,260 testing samples,

respectively, for VD2.

4.1.2 Evaluation metric

Following the evaluation protocol of re-identification work

[27, 33], we utilize mAP and Rank-n as the evaluation

metrics, where mAP represents the mean average preci-

sion, Rank-n indicates the expected correct matching pair

in the top n matches, which are the two commonly used

metrics in Re-ID task.

4.1.3 Compared state-of-the-art methods

We briefly describe the twelve compared state-of-the-art

methods as follows:

(1) LOMO [20] Local Maximal Occurrence Represen-

tation (LOMO) is a novel local feature extractor,

which is proposed for solving the problem of

viewpoint changes.

(2) BOW-CN [49] Bag-of-Word with Color Names

(BOW-CN) descriptor is a hand-crafted feature for

vehicle Re-ID. It considers the local cues and can

speed up the global feature matching during Re-ID.

(3) GoogLeNet [40] GoogLeNet is an deep neural

network architecture to learn the vehicle features. It

is pre-trained on ImageNet [14] and then fine-tuned

on the CompCars [41] dataset.

(4) FACT [26] Fusion of Attributes and Color feaTures

(FACT) is a discriminative feature learning net-

work which fuses color, texture and semantic

information.

(5) FACT?Plate-SNN?STR [27] FACT [26] based on

Plate Siamese Neural Network and SpatioTemporal

Relations (FACT?Plate-SNN?STR) is a vehicle

Re-ID scheme, which adds plate information and

spatio-temporal relations to achieve discriminative

features.

(6) NuFACT [28] Null space base Fusion of Attribute

and Color feaTures (NuFACT), which fuses the

appearance features and the attribute features to

extract effective and robust representations.

(7) Siamese-Visual [33] Siamese-CNN with pairwise

visual branch is an novel deep learning architecture

to generate the similarity of query vehicle pairs.

(8) Siamese?Path-LSTM [33] Siamese-CNN together

with Path LSTM, which exploits additional spatio-

temporal path information in Siamese-CNN.

(9) VAMI [51] Viewpoint-aware Attentive Multi-view

Inference (VAMI) method exploits multi-viewpoint

information of vehicle from single-viewpoint fea-

ture to extract discriminative features.

(10) C2F-Rank [24] Coarse-to-Fine Ranking (C2F-

Rank) Loss is deigned to explore structured feature

embedding which can improve the performance of

vehicle Re-ID.

(11) CLVR [11] Cross-Level Vehicle Recognition

(CLVR) is an novel method, which combines the

structured information of vehicle identity and

vehicle model classification.

(12) VRSDNet [52] Shortly and Densely convolutional

neural Network (VRSDNet) exploits the short and

dense connection mechanism in a siamese network

to learn the vehicle features.

4.2 Evaluation on benchmarks

4.2.1 Evaluation on the VeRi-776 dataset

The results of the proposed method on VeRi-776 dataset

[26] comparing with the state-of-the-art methods are

reported in Table 1. Our method outperforms all the other

methods, by improving mAP and Rank-1 about 5% and

9%, respectively, compared with the second best method

Siamese?Path-LSTM [33]. Note that four of the compared

methods in Table 1 have used the auxiliary information of

the vehicles except for the appearance. e.g., FACT?Plate-

SNN?STR [27], NuFACT [28], Siamese?Path-LSTM
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[33] and VAMI [51] used the auxiliary plate information,

attribute information (color and type), spatio-temporal path

information and viewpoint information, respectively. Our

method is developed only on the vehicle appearance and

still beats these methods with auxiliary information, which

verifies the promising effectiveness of our method.

Figure 5 shows five examples of matching results on the

VeRi-776 [26], where the left column indicates the query

images, and the following ten columns are the corre-

sponding top-10 hits obtained by our multi-scale attention

framework. From which we can see that our MSA frame-

work can hit most correct matchings in the top-10 rankings.

The false matching, such as the Rank-8 of the first query,

has almost the same appearance to the query, which is

challenging case for all existing vehicle Re-ID methods.

The Rank-7 for the second query in Fig. 5 appears with

different views to the query, but contains similar local

information such as the green strips along the bottom of the

trucks highlighted in yellow. Although it is a false

matching, it is still meaningful with the high probability of

being a right hit from human perception.

4.2.2 Evaluation on the VehicleID dataset

The results of the proposed method on VehicleID dataset

[23] comparing with the state-of-the-art methods are

reported in Table 2. Generally speaking, all the methods

perform better on the small size testing set since larger

Table 1 The mAP, Rank-1 and

Rank-5 comparison on VeRi-

776 dataset (in %)

Method mAP Rank-1 Rank-5 Reference

(1) LOMO [20] 9.64 25.33 46.48 CVPR2015

(2) BOW-CN [49] 12.20 33.91 53.69 ICCV2015

(3) GoogLeNet [40] 17.89 52.32 72.17 CVPR2015

(4) FACT [26] 18.49 50.95 73.48 ICME2016

(5) FACT?Plate-SNN?STR [27] 27.70 61.44 78.78 ECCV2016

(6) NuFACT [28] 48.47 76.76 91.42 TMM2018

(7) Siamese-Visual [33] 29.48 41.12 60.31 ICCV2017

(8) Siamese?Path-LSTM [33] 58.27 83.49 90.04 ICCV2017

(9) VAMI [51] 50.13 77.03 90.82 CVPR2018

(12) VRSDNet [52] 53.45 83.49 92.55 ICPR2018

MSA 62.89 92.07 96.19 Ours

The top three results are highlighted in bold, italic and bold italic, respectively

Rank-1 Rank-2 Rank-3 Rank-4 Rank-5 Rank-6 Rank-7 Rank-8 Rank-9 Rank-10Query

Fig. 5 Example of our method (MSA) on VeRi-776 dataset. The green and red boxes indicate the right hits and the wrong hits, respectively
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testing sets introduce more challenging and complex sce-

narios. Our MSA outperforms all other methods in all

testing sets by a large margin. It improves about 20% in

both mAP and Rank-1 assurances on all three testing sets,

comparing with the second best methods achieved by

VAMI [51], VRSDNet [52], CLVR [11].

There are some examples of matching result on the

VehicleID dataset (800 Test size) [23] shown in Fig. 6,

where the left column is query images, and others are the

corresponding top-10 result obtained by our multi-scale

attention framework. We can see that our MSA can hit the

correct matching at the early ranks (all Rank-1 in Fig. 6).

Table 2 The mAP, Rank-1 and Rank-5 comparison on VehicleID dataset (in %)

Test size 800 1600 2400 Reference

Method mAP Rank-1 Rank-5 mAP Rank-1 Rank-5 mAP Rank-1 Rank-5

(1) LOMO [20] – 19.76 32.01 – 18.85 29.18 – 15.32 25.29 CVPR2015

(2) BOW-CN [49] – 13.14 22.69 – 12.94 21.09 – 10.20 17.89 ICCV2015

(3) GoogLeNet [40] 46.20 47.88 67.18 44.00 43.40 63.86 38.10 38.27 59.39 CVPR2015

(4) FACT [26] – 49.53 68.07 – 44.59 64.57 – 39.92 60.32 ICME2016

(6) NuFACT [28] – 48.90 69.51 – 43.64 65.34 – 38.63 60.72 TMM2018

(9) VAMI [51] – 63.12 83.25 – 52.87 75.12 – 47.34 70.29 CVPR2018

(10) C2F-Rank [24] 63.50 61.10 81.70 60.00 56.20 76.20 53.00 51.40 72.20 AAAI2018

(11) CLVR [11] – 62.00 76.00 – 56.10 71.80 – 50.60 68.00 BMVC2017

(12) VRSDNet [52] 63.52 56.98 86.90 57.07 50.57 80.05 49.68 42.92 73.44 ICPR2018

MSA 80.31 77.55 90.50 77.11 74.41 86.26 75.55 72.91 84.35 Ours

The top three results are highlighted in bold, italic and bold italic, respectively

Rank-1 Rank-2 Rank-3 Rank-4 Rank-5 Rank-6 Rank-7 Rank-8 Rank-9 Rank-10Query

Fig. 6 Example of our method (MSA) on VehicleID dataset (800 Test size). The green and red boxes indicate the right hits and the wrong hits,

respectively

Table 3 The mAP (in %) of different variants of our method (MSA)

on PKU-VD dataset

Dataset Component Small Medium Large

VD1 Scale 1 ð7� 7Þ 82.74 71.50 68.90

Scale 2 ð14� 14Þ 84.91 74.62 72.45

Scale 3 ð28� 28Þ 85.55 75.96 74.65

MSA 86.46 79.60 76.59

VD2 Scale 1 ð7� 7Þ 78.99 62.91 57.32

Scale 2 ð14� 14Þ 81.29 67.55 61.04

Scale 3 ð28� 28Þ 82.63 69.53 63.25

MSA 83.75 71.84 64.95

The best results are highlighted in bold
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Note that there is only one ground truth (correct matching)

vehicle image in gallery in the VehicleID dataset. Some of

the other false hits are with high similarity to the query,

such as Rank-4 and Rank-7 for the first query, Rank-2 to

Rank-5 for the second query. It is worth mentioning that

there is only one ground truth image for each query in the

gallery. And the reason that Rank-7 for the first query is

quite similar to query than the Rank-2 may be, our method

has paid higher attention on the local difference, such as

the color of the auto logos, or the position distribution of

the logos and the vents of the vehicles between Rank-7 to

the query, which may lead to higher distance to the query.

4.2.3 Evaluation on the PKU-VD dataset

We evaluate three variants in different scales comparing

with our method on all the three test settings on both VD1

and VD2 subsets to verify the effectiveness of our frame-

work. Table 3 reports the evaluation results. Generally

speaking, the larger scale tends to outperform the smaller

Fig. 7 Evaluation of The Proposed Framework on the benchmark dataset (in %). a is the result in VeRi-776 dataset, b–d is the result in

VehicleID dataset test size 800, 1600, 2400, respectively
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scales, this may be because the larger scale contains both

global information and local information. The multi-scale

integrating mechanism surpasses all the three single-scale

case, which promises the effectiveness of our MSA. Note

that, PKU-VD [12] is much larger and more challenging

compared to VeRi-776 [26] and VehicleID [23]. Our

method still achieves promising performance, which

implies the robustness of our method on large-scale real-

life applications.

4.3 Ablation study

In order to evaluate the components of the proposed multi-

scale attention framework, we first study several variants of

our method by ablating the attention mechanism or

changing the number of scales in our framework. Then we

further study on each spatial and channel attention bran-

ches in the spatial-channel attention mechanism.

Study on multi-scale and spatial-channel attention mech-

anisms Figure 7 reports the results of this ablation study on

the proposed multi-scale and spatial-channel attention

mechanisms, where Fig. 7a demonstrates the evaluation

result on VeRi-776 [26] dataset and Fig. 7b–d corresponds

to the evaluation result on VehicleID [23] dataset with 800,

1600, 2400 testing size, respectively. From Fig. 7 we can

see that (1) the larger scale tends to outperform the smaller

scales, this may be because larger scale contain both global

information and local information. (2) The multi-scale

performs superior by integrating both the global and local

cues from different scales, which verifies the effectiveness

of the multi-scale integration of the proposed method. (3)

By introducing the attention mechanism into each variant,

it can further boost the performance of corresponding tasks,

which verifies the effectiveness of the attention technique

in our method.

Figures 8 and 9 demonstrate an example of the matching

results of different variants of our framework on VeRi-776

[26] and VehicleID [23] (800 Test size), respectively,

where Fig. 8a–c demonstrates the ranking results on VeRi-

776 [26] without attention technique on scale 1, scale 2 and

scale 3, respectively. Figure 8d indicates the ranking results

of by exploring the multi-scale mechanism. Figure 8e

shows the ranking results of our MSA which further

introduces the attention technique into the multi-scale

Query

Rank-1 Rank-2 Rank-3 Rank-4 Rank-5 Rank-6 Rank-7 Rank-8 Rank-9 Rank-10

(a) scale 1 w/o attention, mAP = 42.72%, Rank-1 = 82.60%, Rank-5 = 91.05%

(b) scale 2 w/o attention, mAP = 51.39%, Rank-1 = 87.90%, Rank-5 = 94.46%

(c) scale 3 w/o attention, mAP = 56.21%, Rank-1 = 89.27%, Rank-5 = 95.11%

(d) multi_scale w/o attention, mAP = 59.10%, Rank-1 = 90.82%, Rank-5 = 95.71%

(e) multi_scale with attention, mAP = 62.89%, Rank-1 = 92.07%, Rank-5 = 96.19%

Fig. 8 Example of different variants of our method (MSA) on VeRi-776 dataset. The green and red boxes indicate the right hits and the wrong

hits, respectively
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framework. Figure 9 is organized in the same manner as

Fig. 8 but on VehicleID [23] dataset.

From Figs. 8 and 9 we can observe that (1) when the

appearance of gallery image is very similar to the query image,

it is hard to hit the correct matching only with one single scale,

as shown in (a)–(c) in both in Fig. 8 and in Fig. 9. (2) By fusing

local cues and global cues from multiple scales, MSA can hit

the correctmatchings evenwith local appearance difference on

the images, such as the third correct matching in Fig. 8d. (3)

After enforcing the attention mechanism, MSA can hit more

correct matchings in the top-10 rankings as shown in Fig. 8e or

shift forward the ground truth as shown in Fig. 9e.

Study on spatial-channel attention We further evaluated

the effect of each attention branch in spatial-channel

attention model (SCA): spatial attention branch (SAB) and

channel attention branch (CAB). Table 4 reports the results

of this experiment, from which we can see, (1) by intro-

ducing spatial attention branch or channel attention branch

into the baseline, both achieve satisfactory improvement,

which verifies the contribution of both SAB and CAB. (2)

SAB plays more important role than CAB by improve

more performance on both mAP and Rank-1 accuracies,

which in turn means it is more important to select dis-

criminative regions of the vehicle image than important

channel of feature maps. (3) Cooperating both SAB and

CAB further boosts the Re-ID performance, which verifies

the contribution of both spatial and channel attention

branches.

4.4 Parameter analysis

Analysis on the number of scale N As one of the key

parameters in our method, we first analyze the effect of

parameter N in our framework. As indicated in Table 5, we

evaluate our MSA on five different scales, together with

Query

Rank-1 Rank-2 Rank-3 Rank-4 Rank-5 Rank-6 Rank-7 Rank-8 Rank-9 Rank-10

(a) scale 1 w/o attention, mAP = 70.00%, Rank-1 = 66.68%, Rank-5 = 80.89%

(b) scale 2 w/o attention, mAP = 73.53%, Rank-1 = 70.38%, Rank-5 = 84.44%

(c) scale 3 w/o attention, mAP = 75.70%, Rank-1 = 72.88%, Rank-5 = 85.40%

(d) multi_scale w/o attention, mAP = 76.93%, Rank-1 = 74.16%, Rank-5 = 86.93%

(e) multi_scale with attention, mAP = 80.31%, Rank-1 = 77.55%, Rank-5 = 90.50%

Fig. 9 Example of different variants of our method (MSA) on VehicleID dataset (800 Test size). The green and red boxes indicate the right hits

and the wrong hits, respectively

Table 4 Evaluation on Channel Attention Branch (CAB) and Spatial

Attention Branch (SAB) in Spatial-Channel Attention (SCA) model in

scale of ð7� 7Þ on VeRi-776 dataset (in %)

Method mAP Rank-1

Baseline (w/o SAB or CAB) 42.72 82.60

? CAB 48.15 84.45

? SAB 51.22 86.53

? CAB ? SCA (Ours) 54.54 88.68

The best results are highlighted in bold
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three different combinations of multi-scale cases. We

observe that (1) multi-scale cases consistently outperform

the single-scale cases, which verifies the contribution of the

multi-scale mechanism. (2) Introducing more scales does

not achieve significant improvement, however will obvi-

ously bring higher computational complexity. Therefore,

we fix N ¼ 3 to keep the balance between accuracy and

efficiency.

Analysis on the size of each scale To analyze the impact of

the size of each scale in our three-scale MSA model, we

further evaluate our method with various combinations of

sizes. As shown in Table 6, our method is insensitive to

the size of each scale. We set the sizes of each scale as

ð7� 7; 14� 14; 28� 28; 56� 56Þ in this paper.

4.5 Limitations and future improvements

Although our model achieves a new state of the art for

vehicle Re-ID, it still faces limitations due to the chal-

lenging scenarios in real-world surveillance. First, some

important parameters, including the number of scales and

the size of each scale, are set empirically. More intelligent

scheme, such as network architecture searching technique,

can be developed for possible improvement in the future.

Second, despite the benefits from scales and spatial or

channel attention, semantic feature and view information

also play important roles in vehicle Re-ID, which can

further boost the robustness of the performance for future

application.

5 Conclusion

In this work, we propose a multi-scale attention framework

(MSA) to fusing the discriminative local cues and effective

global information. Specifically, we exploit bilinear inter-

polation technique on the backbone of network, to generate

different scale feature maps containing local cues and

global information. For further mining discriminative

information of vehicles, we add multiple attention block on

each subnetwork. Finally, we fuse complementary feature

maps to acquire more discriminative vehicle features. For

all we know, we are the first to introduce multi-scale

mechanism into vehicle Re-ID task and the first to combine

multi-scale and attention block in one convolutional net-

work. Experimental results on benchmark datasets VeRi-

776, VehicleID and PKU-VD demonstrate the framework

we proposed is so far the most effective way to solve the

vehicle Re-ID problem.
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