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#### Abstract

The promising achievement of sparse ranking in image-based recognition gives rise to a number of development on person re-identification (Re-ID) which aims to reconstruct the probe as a linear combination of few atoms/images from an over-complete dictionary/gallery. However, most of the existing sparse ranking based Re-ID methods lack considering the geometric relationships between probe, gallery, and cross-modal images of the same person in multi-shot Re-ID. In this paper, we propose a novel joint graph regularized dictionary learning and sparse ranking method for multi-modal multi-shot person ReID. First, we explore the probe-based geometrical structure by enforcing the smoothness between the codings/coefficients, which refers to the multi-shot images from the same person in probe. Second, we explore the gallery-based geometrical structure among gallery images, which encourages the multi-shot images from the same person in the gallery making similar contributions while reconstructing a certain probe image. Third, we explore the cross-modal geometrical structure by enforcing the smoothness between the cross-modal images and thus extend our model for the multi-modal case. Finally, we design an APG based optimization to solve the problem. Comprehensive experiments on benchmark datasets demonstrate the superior performance of the proposed model. The code is available at https://github.com/ttaalle/Lhc.
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## 1. Introduction

Person re-identification (Re-ID), which aims to identify person images from the gallery that shares the same person as the given probe, is an active task driven by the applications of visual surveillance and social security. Despite years of extensive efforts, It still faces various challenges due to the changes in illumination, poses, camera view and occlusions. Multi-shot Re-ID, where each person is recorded by multiple frames, is more realistic in real-life applications with more visual aspects than single-shot Re-ID. Extensive methods have been proposed for multi-shot Re-ID including appearance modeling based methods [1-5], learning-based methods [6-9] and CNN-based methods [10-16]. Moreover, a single visual sensor suffers from the intra-class difference and inter-class similarity due to the poor illumination, clothing changes and background clutters in Re-ID. On one hand, the same person appears

[^0]distinctly under different cameras due to the clothing changes or illumination changes. On the other hand, the distinct persons may share similar visual appearance due to the similar clothing and low-resolution environment. Therefore, it is essential to integrate the complementary thermal infrared or depth sensors to relieve this intra-class difference and help distinguish this inter-class similarity in single visible RGB modality. We focus on multi-modal multi-shot Re-ID in this paper.

Sparse Ranking (SR) has been successfully applied to extensive image-based applications which give rise to a number of developments on Re-ID [4,17-20]. The basic idea is to reconstruct the probe image as a linear combination of a few atoms/images from an over-complete dictionary gallery. However, most existing sparse ranking based Re-ID methods encode the probe images from the same person independently and therefore fail to take advantage of the relationship among the probe, gallery and cross-modal images of the same person. We argue that these intrinsic geometric structures are crucial in multi-modal multi-shot Re-ID.

In multi-shot Re-ID, first, the multiple images of the same person (as shown in Fig. 1) under the same camera generally have a


Fig. 1. Probe and gallery-based dual graph regularized sparse ranking for multi-shot Re-ID.
similar visual appearance. Therefore, we assume that the images of the same probe person produce similar codings during sparse ranking. This is known as a manifold assumption which has been commonly employed in many other computer vision problems. Second, the multiple images of a certain person in the gallery also share similar visual appearance, as shown in Fig. 1. Therefore, we further assume that the images of the same person in the gallery make a similar contribution to the reconstruction. This constraint encourages the sparse presentation of probe images more compactly. Third, although some works investigate the thermal infrared or depth information as the complementary modality in person ReID [21-25], most of the existing works directly utilize the thermal infrared or depth information as auxiliary information or connective feature for Re-ID while ignoring the cross-modal coherence. Therefore, we further argue to explore the cross-modal geometrical structure by enforcing the cross-modal coherence constraint into the sparse ranking model for multi-modal person Re-ID.

Based on the above discussion, we propose a novel joint graph regularized dictionary learning and sparse ranking for multi-modal multi-shot person re-identification in this paper. Our model incorporates the geometrical structures embedded in probe, gallery, and cross-modalities simultaneously. First, to capture the geometrical structure among the probe images in multi-shot Re-ID, we propose to enforce the probe-based graph regularizer into the sparse ranking model. This regularization encourages the probe images from the same person generating similar codings. Then, to capture the geometrical structure among the gallery images, we further propose to enforce another gallery-based graph regularizer. This regularization encourages the gallery images of the same person making similar contributions while reconstructing a certain probe image. At last, to handle the multi-modal case, we propose to explore the cross-modal geometrical structure among the cross-modal images by imposing the cross-modal coherence constraint, which thus extends our dual graph regularized sparse ranking model for multi-modal person Re-ID. The main contributions can be summaries as:

- We propose to enforce the probe and gallery-based dual graph regularizer into the sparse ranking formulation, by enforcing the smoothness between the images of the same person in both probe and gallery. It can better capture the intrinsic geometric structure for multi-shot Re-ID.
- We propose to introduce a cross-modal regularizer for multimodal person Re-ID, by enforcing the same person in differ-
ent modalities making similar contributions while reconstructing probe image from another modality.
- Comprehensive experiments on challenging benchmark datasets with both hand-crafted and deep features validate the superior performance of our model for multi-modal multi-shot person Re-ID.

A preliminary version of this work appeared in [26]. In this work, we further automatically learn the dictionary. Moreover, we extend our model to the multi-modal case and propose a crossmodal consistency to preserve the geometric structure between different modalities for multi-modal person Re-ID. In addition, more extensive experiments have been conducted in both singlemodal and multi-modal person Re-ID.

## 2. Related work

### 2.1. Sparse ranking based person Re-ID

Recent works show that Sparse Ranking (SR) can effectively resist noise, handle partial occlusion and image corruption in ReID. Liu et al. [27] learned two coupled dictionaries for both probe and gallery from both labeled and unlabeled images to transfer the features of the same person from different cameras. Karanam et al. [18] learned a single dictionary for both gallery and probe images to overcome the viewpoint and associated appearance changes and then discriminatively trained the dictionary by enforcing explicit constraints on the associated sparse representations. Zhou et al. [28] proposed a joint learning framework that unifies representative feature learning and discriminative metric learning. Lisanti et al. [4] proposed to learn a discriminative sparse basis expansion of targets in terms of a labeled gallery of known individuals for multi-shot Re-ID. Recently, Jing et al. [17] proposed a semicoupled dictionary learning method for super-resolution multi-shot Re-ID. In addition, Li et al. [19] designed a semi-coupled projective dictionary learning framework for multi-shot Re-ID with great resolution diversities. Li et al. [20] designed an effective cross-view dictionary learning model to reformulate the data encoding and reconstruction for multi-shot Re-ID. However, most of the existing sparse ranking based Re-ID methods encode the probe images from the same person independently and thus fail to take advantage of their intrinsic geometric structure information.

### 2.2. Multi-modal person Re-ID

In the early stage, single-modal Re-ID methods devoted to design discriminative features. Representative methods included Symmetry-Driven Accumulation of Local Features (SDALF) [3], Weighted Histograms of Overlapping Stripes (WHOS) [4], Local Maximal Occurrence (LOMO) [7] and so on. Meanwhile, metric learning was designed to bridge the gaps between the low-level feature and high-level human semantic. Roth et al. [9] proposed a Keep It Simple and Straightforward Metric Learning (KISSME) to conduct a hypothesis test on similar/dissimilar pairs. Pedagadi et al. [8] tried to minimize the intra-class divergence and maximize the inter-class diversities via Local Fisher Discriminant Analysis (LFDA). Liao et al. [7] performed the KISSME algorithm in a subspace with a reduced feature dimension by proposing Cross-view Quadratic Discriminant Analysis (XQDA). However, most of the existing metric learning methods tend to learn a projection matrix through training data, which is difficult to overcome the impact of data quality and distribution.

Person Re-ID can also benefit from multi-modal resources such as thermal or depth information. Mogelmose et al. [21] combined the thermal features into RGB appearance modeling and later on further integrated the depth information [22]. Pala et al. [23] improved the accuracy of appearance descriptors by fusing them with anthropometric measures extracted from depth data. John et al. [24] combined RGB-Height histogram and gait feature of depth information. Wu et al. [25] proposed a kernelized implicit feature transfer scheme to estimate the Eigen-depth feature from RGB images implicitly when the depth device was not available. However, they ignore the common expression ability of the multimodal features in the metric procedure.

## 3. The proposed model

Given $\quad \mathbf{X}=\left[\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{n}\right] \in R^{d \times n}$, where $n$ denotes the number of images of a person in probe, with $\mathbf{x}_{j} \in R^{d}, j=$ $\{1, \ldots, n\}$ denoting the corresponding $d$-dimensional feature. $\mathbf{D}=\left[\mathbf{D}^{1}, \mathbf{D}^{2}, \ldots, \mathbf{D}^{G}\right] \in R^{d \times M_{G}}$ denotes the total $M_{G}$ images of $G$ persons in gallery, where $\mathbf{D}^{p}=\left[\mathbf{d}_{1}^{p}, \mathbf{d}_{2}^{p}, \ldots, \mathbf{d}_{g_{p}}^{p}\right] \in R^{d \times g_{p}}, p=\{1, \ldots, G\}$ represents the matrix of $g_{p}$ basis vectors for the $p$-th person, and $g_{p}$ denotes the number of images of the $p$-th person in gallery. Obviously, $M_{G}=\sum_{p=1}^{G} g_{p}$. The basic idea of sparse ranking based Re-ID [4] is to reconstruct a testing probe image $\mathbf{x}_{j}$ with linear spanned training gallery images of $G$ persons in the gallery:
$\mathbf{x}_{j} \approx \sum_{p=1}^{G} \mathbf{D}^{p} \mathbf{c}_{j}^{p}=\mathbf{D} \mathbf{c}_{j}$,
where $\mathbf{c}_{j}^{p}=\left[\mathbf{c}_{j, 1}^{p}, \mathbf{c}_{j, 2}^{p}, \ldots, \mathbf{c}_{j, g_{p}}^{p}\right]^{T} \in R^{g_{p} \times 1}$ represents the coding coefficients of the $p$-th person against the probe instance $\mathbf{x}_{j}$, each column $\mathbf{c}_{j}=\left[\mathbf{c}_{j}^{1 T}, \mathbf{c}_{j}^{2^{T}}, \ldots, \mathbf{c}_{j}^{G^{T}}\right]^{T} \in R^{M_{G} \times 1}$ is a sparse representation for a probe image. In other words, each probe image can be represented as a sparse linear combination of those basis vectors in the dictionary. A good representation together with dictionary should minimize the empirical loss function and impose a function to measure the sparseness $[29,30]$, which can be represented as:
$\min _{\mathbf{D}, \mathbf{C}}\|\mathbf{X}-\mathbf{D C}\|_{F}^{2}+\lambda\|\mathbf{C}\|_{1}$, s.t. $\left\|\mathbf{d}_{i}\right\|_{2}^{2} \leq \epsilon$,
where $\|\cdot\|_{F}$ denotes the Frobenius norm of the matrix, $\|\mathbf{C}\|_{1}$ is $L_{1}$ norm to impose the sparse constraint on related solution of $\mathbf{C}$ and $\lambda$ is a penalty parameter balancing the sparseness term and the reconstruction term. Each $\mathbf{d}_{i}$ represents a basis vector in the dictionary and $\left\|\mathbf{d}_{i}\right\|_{2}^{2} \leq \epsilon$ is used to avoid the scaling problem of $\mathbf{d}_{i}$. In this paper $\epsilon$ is set as 1 .

### 3.1. Dual graph regularized dictionary learning and sparse representation

Recall that sparse representation tries to find a dictionary gallery and a sparse coefficient matrix whose product can best approximate the original probe matrix. The column vectors of $\mathbf{D}$ can be regarded as the basis vectors and each column of $\mathbf{C}$ is the new representation of each probe image in this new gallery space. Graph regularized sparse coding performs great superiority in image-based applications [31-33]. In this paper, we propose a novel dual graph regularized dictionary learning and sparse representation framework to consider the intrinsic geometric structures among probe and gallery images for multi-shot person Re-ID.

### 3.1.1. Probe-based graph regularization

In multi-shot Re-ID, we argue that the feature vectors derived from the multiple images of the same person tend to have similar geometric distribution. We propose to enforce this constraint on probe (test) images to obtain a kind of consistent sparse representations for probe images by incorporating the geometric structure of the data. As shown in Fig. 1, we first enforce a probe-based graph regularizer over the coding coefficients to exploit the intrinsic geometric distribution among the probe images:
$J_{p}=\sum_{i=1}^{n} \sum_{j=1}^{n}\left\|\mathbf{c}_{i}-\mathbf{c}_{j}\right\|_{2}^{2} \mathbf{S}_{i, j}$,
where $\left\{\mathbf{c}_{i}, \mathbf{c}_{j}\right\} \in R^{M_{G} \times 1}$ are the coding coefficients of probe images $\mathbf{x}_{i}$ and $\mathbf{x}_{j}$ from the same person over gallery dictionary $\mathbf{D}$ respectively. The probe-based graph matrix $\mathbf{S} \in R^{n \times n}$ is defined as:
$\mathbf{S}_{i, j}=\exp \left(\frac{-\left\|\mathbf{x}_{i}-\mathbf{x}_{j}\right\|_{2}^{2}}{2 \sigma_{1}^{2}}\right)$,
where $\sigma_{1}$ is a scaling parameter and fixed as 0.1 in this paper. The probe-based regularizer in Eq. (3) encourages the probe images from the same person with higher similarity to generate closer coding coefficients during reconstruction.

### 3.1.2. Gallery-based graph regularization

We further argue that the multiple images of the same person in the gallery fall into similar geometry in multi-shot Re-ID, which in turn means for each pair of gallery images of the same person, they should contribute similarly while reconstructing each probe image since they are generally with similar features. Therefore, as shown in Fig. 1, we further propose to enforce this constraint on gallery data (or dictionary) to exploit their intrinsic geometry. Specifically, we enforce a gallery-based graph regularizer over the codings:
$J_{g}=\sum_{p=1}^{G} \sum_{k=1}^{g_{p}} \sum_{l=1}^{g_{p}}\left(\mathbf{c}_{k}^{p}-\mathbf{c}_{l}^{p}\right)^{2} \mathbf{B}_{k, l}^{p}$,
where $\mathbf{c}_{k}^{p}=\left[\mathbf{c}_{1, k}^{p}, \mathbf{c}_{2, k}^{p}, \ldots, \mathbf{c}_{n, k}^{p}\right]^{T} \in R^{g_{p \times 1}}$ represents the coding coefficients to reconstruct $\mathbf{x}_{j}$ for the $p$-th person. The similarity matrix $\mathbf{B}=\operatorname{diag}\left\{\mathbf{B}^{1}, \mathbf{B}^{2}, \ldots, \mathbf{B}^{G}\right\} \in R^{M_{G} \times M_{G}}$, and each element $\mathbf{B}^{p} \in R^{g_{p \times} \times g_{p}}$ is defined as:
$\mathbf{B}_{k, l}^{p}=\exp \left(\frac{-\left\|\mathbf{d}_{k}^{p}-\mathbf{d}_{l}^{p}\right\|_{2}^{2}}{2 \sigma_{2}^{2}}\right)$,
where $\sigma_{2}$ is a scaling parameter and fixed as 0.1 in this paper. $\mathbf{D}=\left[\mathbf{D}^{1}, \mathbf{D}^{2}, \ldots, \mathbf{D}^{G}\right] \in R^{d \times M_{G}}$ denotes the total $M_{G}$ images of $G$ persons in gallery, where $\mathbf{D}^{p}=\left[\mathbf{d}_{1}^{p}, \mathbf{d}_{2}^{p}, \ldots, \mathbf{d}_{g_{p}}^{p}\right] \in R^{d \times g_{p}}, p=\{1, \ldots, G\}$ represents the matrix of $g_{p}$ basis feature vectors for the $p$ th person. The gallery-based regularizer in Eq. (5) encourages the higher similarity between the gallery images from the same person, the closer contribution to the reconstruction.

Therefore, our dual graph regularized dictionary learning and sparse representation model can be summarised as:
$J_{d}=\min _{\mathbf{D}, \mathbf{C}}\|\mathbf{X}-\mathbf{D C}\|_{F}^{2}+\lambda\|\mathbf{C}\|_{1}+\frac{1}{2} \beta J_{p}+\frac{1}{2} \gamma J_{g}$, s.t. $\left\|\mathbf{d}_{i}\right\|_{2}^{2} \leq \epsilon$,
where $\beta$ and $\gamma$ denote the balance parameters controlling the contribution of the probe-based graph and gallery-based graph respectively.

### 3.2. Joint model for multi-modal problem

To capture the cross-modal coherence while handling the multi-modal problem, we further propose a joint model to consider the intrinsic geometric structures among cross-modal images of the same person and thus extend our dual graph regularized sparse ranking model in Eq. (7) to multi-modal person Re-ID.

Given $\mathbf{X}^{M}=\left[\mathbf{X}^{(1)}, \mathbf{X}^{(2)}, \ldots, \mathbf{X}^{(M)}\right], \quad \mathbf{D}^{M}=\left[\mathbf{D}^{(1)}, \mathbf{D}^{(2)}, \ldots, \mathbf{D}^{(M)}\right]$, where $\mathbf{X}^{(v)} \subseteq \mathbf{X}^{M}, \mathbf{D}^{(v)} \subseteq \mathbf{D}^{M}, \mathbf{X}^{(v)}$ and $\mathbf{D}^{(v)}$ denote the query and corresponding dictionary of the $v$-th modality respectively. In order to capture the geometric structures among the multispectral data, we further propose to enforce the cross-modal coherence among $M$ modalities by introducing a cross-modal regularizer as:
$J_{m}=\sum_{v=1}^{M} \sum_{u=1}^{M}\left\|\left(\mathbf{C}^{(u)}-\mathbf{C}^{(v)}\right)\right\|_{F}^{2}$,
which encourages the images in different modalities to have similar codings in the relevant dictionaries. Inspired by the method on heterogeneous camera network [34], our aim here is to learn a consistent feature representation across different modalities.

Therefore, the final objective function can be summarised as:

$$
\begin{align*}
& J= \min _{\mathbf{D}^{(v)}} \mathbf{C}^{(v)} \\
& \sum_{v=1}^{M}\left\{\left\|\mathbf{X}^{(v)}-\mathbf{D}^{(v)} \mathbf{C}^{(v)}\right\|_{F}^{2}+\lambda\left\|\mathbf{C}^{(v)}\right\|_{1}+\frac{1}{2} \beta J_{p}{ }^{(v)}\right.  \tag{9}\\
&\left.+\frac{1}{2} \gamma J_{g}{ }^{(v)}\right\}+\mu J_{m}, \text { s.t. }\left\|\mathbf{d}_{i}^{(v)}\right\|_{2}^{2} \leq \epsilon,
\end{align*}
$$

where $\beta, \gamma$ and $\mu$ are the balance parameters controlling the contribution of the probe-based graph, gallery-based graph and crossmodal regularizer respectively. $J_{p}{ }^{(v)}$ and $J_{g}{ }^{(v)}$ denote the probebased graph and gallery-based graph from the $v$ th modality. With simple algebra, Eq. (9) can be rewritten as:

$$
\begin{align*}
J= & \min _{\mathbf{D}^{(v)}, \mathbf{C}^{(v)}} \sum_{v=1}^{M}\left\{\left\|\mathbf{X}^{(v)}-\mathbf{D}^{(v)} \mathbf{C}^{(v)}\right\|_{F}^{2}+\lambda\left\|\mathbf{C}^{(v)}\right\|_{1}+\beta \operatorname{tr}\left(\mathbf{C}^{(v)} \mathbf{L}_{1}{ }^{(v)} \mathbf{C}^{(v)^{T}}\right)\right. \\
& \left.+\gamma \operatorname{tr}\left(\mathbf{C}^{(v)} \mathbf{L}_{2}{ }^{(v)} \mathbf{C}^{(v)}\right)\right\} \\
& +\mu \sum_{v=1}^{M} \sum_{u=1}^{M}\left\|\mathbf{C}^{(u)}-\mathbf{C}^{(v)}\right\|_{F}^{2}, \text { s.t. }\left\|\mathbf{d}_{i}^{(v)}\right\|_{2}^{2} \leq \epsilon \tag{10}
\end{align*}
$$

where $\quad \mathbf{C}^{(v)}=\left[\mathbf{c}_{1}{ }^{(v)}, \mathbf{c}_{2}{ }^{(v)}, \ldots, \mathbf{c}_{n}{ }^{(v)}\right] \in R^{M_{G} \times n}, \quad \mathbf{L}_{1}{ }^{(v)}=\mathbf{D}_{\mathbf{s}}{ }^{(v)}-\mathbf{S}^{(v)}$ and $\mathbf{L}_{2}{ }^{(v)}=\mathbf{D}_{\mathbf{B}}{ }^{(v)}-\mathbf{B}^{(v)}$ denote the probe and gallerybased graph Laplacian matrix respectively for each modality, $\quad \mathbf{D}_{\mathbf{s}}{ }^{(v)}=\operatorname{diag}\left\{\sum_{j} \mathbf{S}_{1, j}{ }^{(v)}, \sum_{j} \mathbf{S}_{2, j}{ }^{(v)}, \cdots\right\} \quad$ and $\quad \mathbf{D}_{\mathbf{B}}{ }^{(v)}=$ $\operatorname{diag}\left\{\sum_{j} \mathbf{B}_{1, j}{ }^{(\nu)}, \sum_{j} \mathbf{B}_{2, j}{ }^{(\nu)}, \ldots\right\}$ indicate the degree matrix of $\mathbf{S}^{(v)}$ and $\mathbf{B}^{(v)}$ respectively, and $\operatorname{diag}\{\cdots\}$ indicates the diagonal operation, $\operatorname{tr}\{\cdots\}$ indicates the trace of a matrix.

In summary, the pipeline of the proposed joint graph regularized sparse ranking (JGRSR) model is illustrated in Fig. 2 as for RGB-D multi-modal problem. The proposed JGRSR will optimize the coding coefficients enforced by both the dual graph regularizer and the cross-modal regularizer during each iteration, which will further propagate to the dictionary learning phase in each
modality. The optimized codings investigate the geometric structure among all probe, gallery and cross-modal spaces in a unified framework. The final rankings of the certain probe against given gallery are achieved by the accumulation, which will be detailed in Section 5 based on the coding coefficients and redistribution errors.

## 4. Optimization

As summarized in Algorithm 1. To solve Eq. (10), our aim is to solve the coefficient matrix $\mathbf{C}$ and the dictionary matrix $\mathbf{D}$. We first fix the initial dictionary matrix as the gallery feature matrix to gain the initial coefficient matrix. Then we fix the coefficient matrix to obtain the new dictionary matrix. The proposed model can be optimized by iteratively learning the coefficient matrix and the dictionary matrix until convergence based on Accelerated Proximal Gradient (APG) [35] algorithm. We will elaborate on the process in the following two subsections.

```
Algorithm 1 Optimization Procedure to Eq. (10).
Input: probe matrix \(\mathbf{X}^{(v)}\), initial gallery dictionary matrix \(\mathbf{D}^{(v)}\),
Laplacian matrix \(\mathbf{L}_{1}{ }^{(v)}, \mathbf{L}_{2}{ }^{(\nu)}\), parameters \(\lambda, \beta, \gamma\) and \(\mu, v=1, \ldots\),
M;
Set \(\quad \mathbf{C}^{(v)^{0}}=\mathbf{C}^{(v)^{1}}=\mathbf{0}, \quad \mathbf{D}^{(v)^{0}}=\mathbf{D}^{(v)^{1}}=\mathbf{D}^{(v)}, \quad \xi=1 \times 10^{3}, \quad \theta=\)
\(1 \times 10^{-4}, \rho_{0}=\rho_{1}=1\), maxIter \(=30 ;\)
Iterate: for \(t=1,2, \ldots\), maxiter
Sparse Representation: for \(k=1,2, \ldots\), maxiter
1: While not converged do
2: Update \(\mathbf{K}^{(v)^{k+1}}\) by \(\mathbf{K}^{(v)^{k+1}}=\mathbf{C}^{(v)^{k}}+\frac{\rho_{k-1}-1}{\rho_{k}}\left(\mathbf{C}^{(v)^{k}}-\mathbf{C}^{(v)^{k-1}}\right)\);
3: Update \(\mathbf{C}^{(v)^{k+1}}\) by Eq. (18);
4: Update \(\rho_{k+1}=\frac{1+\sqrt{1+4 \rho_{k}^{2}}}{2}\);
5: Update \(k\) by \(k=k+1\);
6: The convergence condition: the maximum element change of
\(\mathbf{C}^{(v)^{k}}\) between two consecutive iterations is less than \(\theta\).
7: end While
Dictionary Update: for \(k=1,2, \ldots\), maxiter
1: While not converged do
2: Update \(\mathbf{P}^{(v)^{k+1}}\) by \(\mathbf{P}^{(v)^{k+1}}=\mathbf{D}^{(v)^{k}}+\frac{\rho_{k-1}-1}{\rho_{k}}\left(\mathbf{D}^{(v)^{k}}-\mathbf{D}^{(v)^{k-1}}\right)\);
3: Update \(\mathbf{D}^{(v)^{k+1}}\) by Eq. (22);
4: Update \(\rho_{k+1}=\frac{1+\sqrt{1+4 \rho_{k}^{2}}}{2}\);
5: Update \(k\) by \(k=k+1\);
6: The convergence condition: the maximum element change of \(\mathbf{D}^{(v)^{k}}\) between two consecutive iterations is less than \(\theta\).
7: end While
8: \(\mathbf{D}^{(v)}\) is normalized.
Output: \(\mathbf{C}^{(v)}, \mathbf{D}^{(v)}\)
```

In Algorithm 1, $\xi$ and $\theta$ are empirically set as in APG (Accelerated Proximal Gradient) [35]. Specifically, $\xi$ is the Lipschitz constant denoting the step size in the gradient descent algorithm. $\theta$ is an error threshold for convergence. $\rho_{k}$ is a positive and incremental number with $\rho_{0}=\rho_{1}=1$, which can gradually reduce the step size and speed up the convergence rate of the algorithm.

### 4.1. Learning the graph regularized sparse codes

In this section, we discuss how to learn the graph regularized sparse codes by all dictionary $\mathbf{D}^{(v)}, v=\{1, \ldots, M\}$. The Eq. (10) be-


Fig. 2. Pipeline of the proposed joint graph regularized sparse ranking (JGRSR) model for multi-modal Re-ID in the RGB-D case.

## comes:

$$
\begin{align*}
& \min _{\mathbf{c}^{(v)}} \sum_{v=1}^{M}\left\{\left\|\mathbf{X}^{(v)}-\mathbf{D}^{(v)} \mathbf{C}^{(v)}\right\|_{F}^{2}+\lambda\left\|\mathbf{C}^{(v)}\right\|_{1}+\beta \operatorname{tr}\left(\mathbf{C}^{(v)} \mathbf{L}_{1}^{(v)} \mathbf{C}^{(v)^{T}}\right)\right. \\
& \left.\quad+\gamma \operatorname{tr}\left(\mathbf{C}^{(v)^{T}} \mathbf{L}_{2}^{(v)} \mathbf{C}^{(v)}\right)\right\}+\mu \sum_{v=1}^{M} \sum_{u=1}^{M}\left\|\mathbf{C}^{(u)}-\mathbf{C}^{(v)}\right\|_{F}^{2} \tag{11}
\end{align*}
$$

Eq. (11) with $L_{1}$-regularization is nondifferentiable when $\mathbf{c}_{j}{ }^{(v)}$ contains values of 0 , the standard unconstrained optimization methods can not be applied. For the sake of more meaningful interpretation [35], we further consider the non-negativeness of the codings $\mathbf{C}^{(v)}$, Eq. (11) can be written as:

$$
\begin{align*}
& \min _{\mathbf{C}^{(v)}} \sum_{v=1}^{M}\left\{\left\|\mathbf{X}^{(v)}-\mathbf{D}^{(v)} \mathbf{C}^{(v)}\right\|_{F}^{2}+\lambda \mathbf{1}^{T} \mathbf{C}^{(v)} \mathbf{1}+\beta \operatorname{tr}\left(\mathbf{C}^{(v)} \mathbf{L}_{1}^{(\nu)} \mathbf{C}^{(v)^{T}}\right)\right. \\
& \left.\quad+\gamma \operatorname{tr}\left(\mathbf{C}^{(v)^{T}} \mathbf{L}_{2}^{(v)} \mathbf{C}^{(v)}\right)\right\}+\mu \sum_{v=1}^{M} \sum_{u=1}^{M}\left\|\mathbf{C}^{(u)}-\mathbf{C}^{(v)}\right\|_{F}^{2}, \text { s.t. } \mathbf{C}^{(v)} \geq \mathbf{0}, \tag{12}
\end{align*}
$$

where $\mathbf{1}$ denotes the vector that its all elements are 1 . To solve Eq. (12), we convert it to an unconstrained form as:

$$
\begin{align*}
& \min _{\mathbf{c}^{(v)}} \sum_{v=1}^{M}\left\{\left\|\mathbf{X}^{(v)}-\mathbf{D}^{(v)} \mathbf{C}^{(v)}\right\|_{F}^{2}+\lambda \mathbf{1}^{T} \mathbf{C}^{(v)} \mathbf{1}+\beta \operatorname{tr}\left(\mathbf{C}^{(v)} \mathbf{L}_{1}^{(v)} \mathbf{C}^{(v)^{T}}\right)\right. \\
& \left.+\gamma \operatorname{tr}\left(\mathbf{C}^{(v)^{T}} \mathbf{L}_{2}^{(v)} \mathbf{C}^{(v)}\right)\right\}+\mu \sum_{v=1}^{M} \sum_{u=1}^{M}\left\|\mathbf{C}^{(u)}-\mathbf{C}^{(v)}\right\|_{F}^{2}+\psi\left(\mathbf{C}^{(v)}\right), \tag{13}
\end{align*}
$$

where

$$
\psi\left(\mathbf{C}_{i, j}^{(v)}\right)= \begin{cases}0, & \text { if } \mathbf{C}_{i, j}^{(\nu)} \geq 0  \tag{14}\\ \infty, & \text { otherwise }\end{cases}
$$

We utilize the accelerated proximal gradient (APG) [35] approach to optimize. We denote:

$$
\begin{align*}
F\left(\mathbf{C}^{(v)}\right)= & \min _{\mathbf{c}^{(v)}} \sum_{v=1}^{M}\left\{\left\|\mathbf{X}^{(v)}-\mathbf{D}^{(v)} \mathbf{C}^{(v)}\right\|_{F}^{2}+\lambda \mathbf{1}^{T} \mathbf{C}^{(v)} \mathbf{1}+\beta \operatorname{tr}\left(\mathbf{C}^{v} \mathbf{L}_{1}^{v} \mathbf{C}^{v^{T}}\right)\right. \\
& \left.+\gamma \operatorname{tr}\left(\mathbf{C}^{(v)^{T}} \mathbf{L}_{2}^{(v)} \mathbf{C}^{(v)}\right)\right\}+\mu \sum_{v=1}^{M} \sum_{u=1}^{M}\left\|\mathbf{C}^{(u)}-\mathbf{C}^{(v)}\right\|_{F}^{2} \\
Q\left(\mathbf{C}^{(v)}\right)= & \psi\left(\mathbf{C}^{(v)}\right) \tag{15}
\end{align*}
$$

Obviously, $F\left(\mathbf{C}^{(v)}\right)$ and $Q\left(\mathbf{C}^{(v)}\right)$ are a differentiable convex function and a non-smooth convex function, respectively. Therefore, ac-
cording to the APG method, we obtain:

$$
\begin{equation*}
\mathbf{C}^{(v)^{k+1}}=\min _{\mathbf{c}^{(v)}} \frac{\xi}{2}\left\|\mathbf{C}^{(v)}-\mathbf{K}^{(v)^{k+1}}+\nabla F\left(\mathbf{K}^{(v)^{k+1}}\right) / \xi\right\|_{F}^{2}+Q\left(\mathbf{C}^{(v)}\right) \tag{16}
\end{equation*}
$$

where $k$ indicates the current iteration time, and $\xi$ is the Lipschitz constant.

$$
\nabla F\left(\mathbf{K}^{(v)^{k+1}}\right) \text { is: }
$$

$$
\begin{align*}
& \nabla F\left(\mathbf{K}^{(v)^{k+1}}\right)=2\left(\mathbf{D}^{(v)^{T}} \mathbf{D}^{(v)} \mathbf{K}^{(v)^{k+1}}-\mathbf{D}^{(v)^{T}} \mathbf{X}^{(v)}\right)+\lambda \mathbf{E} \\
& \quad+2 \beta \mathbf{K}^{(v)^{k+1}} \mathbf{L}_{1}^{(v)}+2 \gamma \mathbf{L}_{2}^{(v)} \mathbf{K}^{(v)^{k+1}}+2 \mu \sum_{u=1}^{M}\left(\mathbf{K}^{(u)^{k+1}}-\mathbf{K}^{(v)^{k+1}}\right), \tag{17}
\end{align*}
$$

where $\mathbf{K}^{(v)^{k+1}}=\mathbf{C}^{(v)^{k}}+\frac{\rho_{k-1}-1}{\rho_{k}}\left(\mathbf{C}^{(v)^{k}}-\mathbf{C}^{(v)^{k-1}}\right), \rho_{k}$ is a positive sequence with $\rho_{0}=\rho_{1}=1$. Eq. (16) can be solved by:
$\mathbf{C}^{(v)^{k+1}}=\max \left(0, \mathbf{K}^{(v)^{k+1}}-\nabla F\left(\mathbf{K}^{(v)^{k+1}}\right) / \xi\right)$.

### 4.2. Learning dictionary

In this section, we describe the method of learning the dictionary $\mathbf{D}^{(v)}$, while fixing the coefficient matrix $\mathbf{C}^{(v)}$. The problem becomes a least squares problem with quadratic constraints.
$F\left(\mathbf{D}^{(v)}\right)=\min _{\mathbf{D}^{(v)}}\left\|\mathbf{X}^{(v)}-\mathbf{D}^{(v)} \mathbf{C}^{(v)}\right\|_{F}^{2}$, s.t. $\left\|\mathbf{d}_{i}^{(v)}\right\|_{2}^{2} \leq \epsilon$.
In the process of dictionary learning, we continue to use the accelerated proximal gradient (APG) [35] approach. We denote:
$\mathbf{D}^{(v)^{k+1}}=\min _{\mathbf{D}^{(v)}} \frac{\xi}{2}\left\|\mathbf{D}^{(v)}-\mathbf{P}^{(v)^{k+1}}+\nabla F\left(\mathbf{P}^{(v)^{k+1}}\right) / \xi\right\|_{F}^{2}$,
where $k$ indicates the current iteration time, and $\xi$ is the Lipschitz constant.
$\nabla F\left(\mathbf{P}^{(v)^{k+1}}\right)$ is:
$\nabla F\left(\mathbf{P}^{(v)^{k+1}}\right)=2\left(\mathbf{P}^{(v)^{k+1}} \mathbf{C}^{(v)} \mathbf{C}^{(v)^{T}}-\mathbf{X}^{(v)} \mathbf{C}^{(v)^{T}}\right)$,
where $\mathbf{P}^{(v)^{k+1}}=\mathbf{D}^{(v)^{k}}+\frac{\rho_{k-1}-1}{\rho_{k}}\left(\mathbf{D}^{(v)^{k}}-\mathbf{D}^{(v)^{k-1}}\right), \rho_{k}$ is a positive sequence with $\rho_{0}=\rho_{1}=1$. Eq. (20) can be solved by:
$\mathbf{D}^{(v)^{k+1}}=\mathbf{P}^{(v)^{k+1}}-\nabla F\left(\mathbf{P}^{(v)^{k+1}}\right) / \xi$.
The specific process can be referred to as Alg. 1. It's worth noting that we end up with the dictionary as normalized.

## 5. Ranking implementation for multi-shot Re-ID

The basic idea of sparse ranking based Re-ID is to encode a testing probe image $\mathbf{x}_{j}{ }^{(v)}$ with linear spanned training dictionary gallery $\mathbf{D}^{(v)}$ in the $v$-th modality. $\mathbf{c}_{j}{ }^{(v)}$ is a sparse code for probe image $\mathbf{x}_{j}{ }^{(v)}$ in dictionary $\mathbf{D}^{(v)}$. Each item $\mathbf{c}_{i, j}{ }^{(v)}$ represents the contribution of each image in dictionary space to encode the probe image $\mathbf{x}_{j}{ }^{(\nu)}$. The larger the contribution, the more likely they are the same person.

Due to the sparsity of the coding coefficients, the majority of which collapse to zero after a few higher coding coefficients. Therefore, we can not support ranking for all individuals in the gallery. Lisanti et al. [4] propose a soft and hard re-weighting technique to deal with this issue. To avoid re-running the whole sparse ranking algorithm after each re-weighting, we provide an Error Distribution measurement. First, we obtain the normalized coding error $e_{j}{ }^{(v)}$ for current probe $\mathbf{x}_{j}{ }^{(v)}$ using:
$e_{j}{ }^{(\nu)}=\frac{\left\|\mathbf{x}_{j}{ }^{(v)}-\mathbf{D}^{(v)} \mathbf{c}_{j}{ }^{(v)}\right\|_{2}}{\left\|\mathbf{x}_{j}{ }^{(v)}\right\|_{2}}$.
Then, we re-distribute the coding error into the dictionary gallery individuals according to their similarity to the current probe image $\mathbf{x}_{j}{ }^{(\nu)}$ :
$\mathbf{W}_{j, k}^{p}{ }^{(v)}=\frac{1 / \operatorname{dis}\left(\mathbf{x}_{j}{ }^{(v)}, \mathbf{d}_{k}^{p(v)}\right)}{\sum_{p=1}^{G} \sum_{k=1}^{g_{p}}\left(1 / \operatorname{dis}\left(\mathbf{x}_{j}{ }^{(v)}, \mathbf{d}_{k}^{p(v)}\right)\right)}, k \in\left\{1, \ldots, g_{p}\right\}$,
where $\mathbf{d}_{k}^{p(v)}$ represents the feature of the $k$ th image from the $p$ th person in dictionary gallery $\mathbf{D}^{v}$ under the $v$ th modality, $\operatorname{dis}\left(\mathbf{x}_{j}{ }^{(\nu)}, \mathbf{d}_{k}^{p(v)}\right)$ denotes the Euclidean distance between probe $\mathbf{x}_{j}{ }^{(v)}$ and each element $\mathbf{d}_{k}^{p(v)}$ in gallery. $\mathbf{W}_{j, k}^{p}{ }^{(v)}$ indicates the similarity/weight of $\mathbf{d}_{k}^{p^{(v)}}$ relative to $\mathbf{x}_{j}{ }^{(\nu)}$.

In this paper, we employ the coding coefficients as the similarity measures and define the accumulated coding coefficients from the $p$ th person as a part of the ranking value of the probe person with $n$ images against the $p$ th person. Moreover, we use the coding residues to assign the $p$ th category whose coding coefficients are all zeros with the ranking score. Therefore, the final ranking score of the probe person with $n$ images against the pth person in the gallery under the $v$ th modality is defined as follows:
$\mathbf{r}^{p(v)}=\sum_{j=1}^{n} \sum_{k=1}^{g_{p}}\left(\mathbf{c}_{j, k}^{p(v)}+\mathbf{W}_{j, k}^{p(v)} e_{j}{ }^{(v)}\right), \quad p \in\{1, \ldots, G\}$.
The higher similarity of $\mathbf{d}_{k}^{p(v)}$ relative to $\mathbf{x}_{j}{ }^{(v)}$, the higher value distributed to $\mathbf{c}_{j, k}^{p}{ }^{(v)}$. Since $e_{j}{ }^{(v)}$ is usually a small value, the value distributed to $\mathbf{c}_{j, k}^{p}{ }^{(v)}$ is also very small, which will not change the ranks of the non-zero coding coefficients but will reorder the zero coding coefficients according to Euclidean distance.

Our final decision rule in the $v$ th modality is:
$\operatorname{class}\left(\mathbf{X}^{(v)}\right)=\arg \max _{p} \mathbf{r}^{p^{(v)}}$.
The rankings from different modalities can be fused as:
$\mathbf{r}^{p}{ }_{\text {fusion }}=\sum_{v=1}^{M} \eta_{v} \mathbf{r}^{p(v)}, \sum_{v=1}^{M} \eta_{v}=1$,
where $\eta_{v}$ balances the contributions of different modalities.

## 6. Experimental results

We evaluate our method on eight multi-shot person Re-ID benchmark datasets including: (1) three single-modal datasets, iLIDS [36], CAVIAR4REID [2] and MARS [37]; (2) three multi-modal

RGB-D datasets, PAVIS [38], BIWI [39] and IAS-Lab [40]; (3) two RGB transferred depth datasets, transferred 3DPeS [2] and transferred CAVIAR4REID [2]. We use the standard measurement named Cumulated Match Characteristic (CMC) curve [41] to figure out the matching results, where the matching rate at rank-n indicates the percentage of correct matchings in top $n$ candidates according to the learned ranking function Eq. (26). Our previous nonnegative dual graph regularized sparse ranking [26] is referred to as NNDGSR in the following content.

### 6.1. Evaluation on single-modal benchmarks

The single modal representation, referred as JGRSR_single, can be regarded as the special case of our model in Eq. (9) with $M=1$. We evaluate the proposed method on both hand-crafted and deep features. Followed by the protocol in [4], we use WHOS [4] as hand-crafted feature. As for deep feature, we generate APR [11] features pre-trained on large Re-ID dataset Market1501 [41] for i-LIDS [36] and CAVIAR4REID [2], while utilize IDE feature [37] for MARS [37] as provided.

### 6.1.1. Comparison on i-LIDS

i-LIDS [36] dataset is composed by 479 images of 119 people, which was captured at an airport arrival hall under two nonoverlapping camera views with almost two images each person per camera views. This dataset consists of challenging scenarios with heavy occlusions and pose variance.

Evaluation results on i-LIDS [36] dataset are shown in Table 1. From which we can see, our approach significantly outperforms the state-of-the-art. The Rank-1 accuracies of our approach achieve $84.9 \%$ and $79.6 \%$ on hand-crafted and deep features respectively, which improve $22 \%$ and $2.4 \%$ than the second best method ISR [4]. It is worth noting that: (1) The limited number of samples in iLIDS [36] compromises the performance of deep learning. (2) Our NNDGSR [26] significantly improves the ranking results on both hand-crafted and deep features. (3) By introducing the dictionary learning to our NNDGSR [26], our JGRSR_single can further boost the performance.

### 6.1.2. Comparison on CAVIAR4REID

CAVIAR4REID [2] dataset contains 72 unique individuals with averagely 11.2 images per person extracted from two nonoverlapping cameras in a shopping center, 50 of which with both the camera views and the remaining 22 with only one camera view. The images for each camera view have variations with respect to resolution changes, light conditions, occlusions and pose changes.

Evaluation results on CAVIAR4REID [2] are shown in Table 1. We evaluate our method with APR [11] deep features in the same manner as on i-LIDS [36] and adopt the same experimental protocols as ISR [4] by 50 random trials. Clearly, our approach significantly outperforms the state-of-the-art algorithms on both handcrafted and deep features. Specifically, the Rank-1 accuracies with $N=5$ achieve $93.7 \%$ and $89.5 \%$ on hand-crafted features and deep features respectively. Together with the results on i-LIDS [36] and CAVIAR4REID [2], it suggests that the proposed method achieves impressive performance on small size datasets.

### 6.1.3. Comparison on MARS

MARS [37] dataset is the largest and newly collected dataset for video-based Re-ID. It is collected from six near-synchronized cameras in the campus of Tsinghua University. MARS [37] consists of 1261 pedestrians each of which appears at least two cameras. It contains 625 identities with 8298 tracklets for training and 636 identities with 12,180 tracklets for testing. Different from the other

Table 1
Comparison results at Rank-1 on i-LIDS and CAVIAR4REID (in \%).

| Features | Methods | $\begin{aligned} & \text { i-LIDS } \\ & \mathrm{N}=2 \end{aligned}$ | CAVIAR4REID |  | References |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | $\mathrm{N}=3$ | $\mathrm{N}=5$ |  |
| Hand-craft features | HPE [42] | 18.5 | - | - | ICPR2010 |
|  | AHPE [43] | 32 | 7.5 | 7.5 | PRL2012 |
|  | SCR [44] | 36 | - | - | ICAVSS2010 |
|  | MRCG [45] | 46 | - | - | ICAVSS2011 |
|  | SDALF [3] | 39 | 8.5 | 8.3 | CVPR2010 |
|  | CPS [2] | 44 | 13 | 17.5 | BMVC2011 |
|  | COSMATI [46] | 44 | - | - | ECCV2012 |
|  | WHOS + ISR [4] | 62.9 | 75.1 | 90.1 | PAMI2015 |
|  | WHOS [4] + NNDGSR [26] | 84.3 | 78.7 | 93.2 | Ours |
|  | WHOS [4] + JGRSR_single | 84.9 | 79.6 | 93.7 | Ours |
|  | APR [11] + EU [11] | 67.7 | 44.3 | 53.8 | PR2019 |
| Deep features | APR [11] + ISR [4] | 77.2 | 65.7 | 80.7 | PR2019+PAMI2015 |
|  | APR [11] + NNDGSR [26] | 78.4 | 70.4 | 89.0 | Ours |
|  | APR [11] + JGRSR_single | 79.6 | 71.5 | 89.5 | Ours |

Table 2
Comparison with baselines on MARS dataset (in \%).

| Features | Methods | Rank-1 | Rank-5 | Rank-20 | References |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Hand-craft | HOG3D [47]+ KISSME [9] | 2.6 | 6.4 | 12.4 | BMVC2010+CVPR2012 |
|  | GEI [48]+ KISSME [9] | 1.2 | 2.8 | 7.4 | PAMI2005+CVPR2012 |
|  | HistLBP [49]+ XQDA [7] | 18.6 | 33.0 | 45.9 | ECCV2014+CVPR2015 |
|  | BoW [41]+KISSME [9] | 30.6 | 46.2 | 59.2 | ICCV2015+CVPR2012 |
|  | LOMO+ XQDA [7] | 30.7 | 46.6 | 60.9 | CVPR2015 |
|  | ASTPN [50] | 44 | 70 | 81 | ICCV2017 |
|  | LCAR [15] | 55.5 | 70.2 | 80.2 | TCSVT2018 |
|  | SFT [16] | 70.6 | 90 | 97.6 | CVPR2017 |
|  | MSCAN [10] | 71.8 | 86.6 | 93.1 | CVPR2017 |
|  | EUG [51] | 62.6 | 74.9 | 82.6 | CVPR2018 |
|  | BUC [52] | IDE+EU [37] | 51.1 | 75.1 | - |
| AAAI2019 |  |  |  |  |  |
|  | IDE [37] + ISR [4] | 63 | 77.1 | 86.8 | ECCV2016 |
|  | IDE [37] + NNDGSR [26] | $\mathbf{7 2 . 5 0}$ | $\mathbf{8 8 . 1}$ | 85.6 | ECCV2016+PAMI2015 |
|  | IDE [37] + JGRSR_single | $\mathbf{7 5 . 7 6}$ | $\mathbf{9 2 . 6 8}$ | $\mathbf{9 3 . 3 0}$ | Ours |
|  |  |  |  |  | Ours |

datasets, it also consists of 23,380 junk bounding boxes and 147,743 distractors bounding boxes in the testing samples.

In this dataset, the query trackelets are automatically generated from the testing samples. For each query trackelet, we construct two feature vectors via max pooling and average pooling respectively on the provide deep features, IDE [37]. For the remaining testing trackelets, since there are multiple trackelets for each person under a certain camera, we conduct the max pooling for each trackelet to construct the multiple feature vectors followed by the state-of-the-art methods on MARS [37]. Note that, our method doesn't require any training therefore only the testing set containing the query set is utilized. The performance of our method against different metrics is reported in Table 2. As we can see: (1) CNN based methods generally outperform the traditional metric learning methods on hand-crafted features. (2) The sparse ranking based method outperforms on the powerful deep features comparing with the traditional Euclidian distance. (3) By introducing the non-negative dual graph regularized into the sparse ranking framework, our NNDGSR [26] can significantly boost the performance by increasing $12.76 \%$ at Rank-1 accuracy. (4) Introducing the dictionary learning can better improve the performance on the large dataset.

### 6.2. Evaluation on multi-modal benchmarks

The multi-modal Re-ID in Eq. (9) is referred as JGRSR_multi in the following content. We evaluate the multi-modal Re-ID on three RGB-D datasets PAVIS [38], BIWI [39] and IAS-Lab [40]. Followed by the protocol in [25], we use ELF18 [1] and LBP [5] as RGB features,
and DVCov [25] as depth feature. We adopt the same protocol as DVCov [25] by randomly selecting five images of each person in either probe or gallery for multi-shot evaluation for all the three multi-modal datasets. All the experimental results are based on 10 random trials.

For the single-modal case, we use LDA to learn the distance metric for contrastive features, except for the Skeleton [39] and DVCov [25], which were matched by Euclidean distance and geodesic distance [25] respectively. To fuse the multi-modal features as the comparison, we first evaluate the traditional neural network based (NN-based) method by directly feeding the RGB and depth features into the fully-connected (FC) layer and reduce the features to 1000 -dim based on the softmax loss in the training phases. Then, we evaluate the prevalent metric learning methods by weighting the ranking results achieved in different modalities followed by [25].

### 6.2.1. Comparison on PAVIS

PAVIS [38] dataset consists of two groups denoted by Walking1 and Walking2. Images of Walking and Walking2 were obtained by recording the same 79 people with a frontal view, walking slowly in an indoor scenario, where 60 people in Walking2 were dressed in different clothes from Walking1. Following the common traintest policy [38], we randomly sampled half of the group Walking1, i.e., images of 40 persons for training, and the remaining 39 persons for testing. These 39 testing persons in Walking1 were used as gallery data and the corresponding images of these 39 persons in Walking2 were used as probe data.

Table 3
Comparison with baselines on PAVIS dataset (in \%).

| Modality | Methods | Rank-1 | Rank-5 | References |
| :--- | :--- | :--- | :--- | :--- |
| RGB | LOMO [7] | 19.74 | 44.36 | CVPR2015 |
|  | ELF18 [1] | 52.62 | $\mathbf{7 8 . 2 6}$ | TCSVT2017 |
|  | Color Hist [53] | 48.92 | 74.82 | ECCV2008 |
|  | HOG [54] | 45.33 | 73.92 | CVPR2010 |
|  | LBP [5] | 45.64 | 72.36 | ICIG2011 |
|  | ELF18 [1]+ISR [4] | 54.62 | 64.62 | TCSVT2017+PAMI2015 |
|  | ELF18 [1]+NNDGSR [26] | $\mathbf{5 8 . 4 6}$ | 73.85 | Ours |
|  | ELF18 [1]+JGRSR_single | $\mathbf{5 8 . 7 2}$ | 74.62 | Ours |
| Depth | RIFT2M [55] | 8.77 | 27.69 | ISOP2007 |
|  | Fehrs [56] | 30.56 | 58.67 | ICRA2012 |
|  | Skeleton [39] | 37.33 | 71.13 | Springer2014 |
|  | 4D RAM [57] | 43.00 | - | CVPR2016 |
|  | RTA [58] | 52.40 | - | ECCV2018 |
|  | DVCov [25] | DVCov [25]+ISR [4] | 64.00 | 82.92 |
| TIP2017 |  |  |  |  |
|  | DVCov [25]+NNDGSR [26] | 65.13 | 86.44 | TIP2017+PAMI2015 |
|  | DVCov [25]+JGRSR_single | $\mathbf{8 6 . 6 7}$ | $\mathbf{8 7 . 1 8}$ | Ours |
| RGB-D | ELF18 [1]+DVCov [25]+ NN | 47.74 | 80.36 | TCSVT17+TIP17 |
|  | ELF18 [1]+DVCov [25]+LFDA [8] | 47.08 | 68.05 | TCSVT17+TIP17+CVPR13 |
|  | ELF18 [1]+DVCov [25]+KISSME [9] | 61.69 | 79.23 | TCSVT17+TIP17+CVPR12 |
|  | ELF18 [1]+DVCov [25]+XQDA [7] | 57.49 | 83.33 | TCSVT17+TIP17+CVPR15 |
|  | ELF18 [1]+DVCov [25]+JGRSR_multi | $\mathbf{6 8 . 9 7}$ | $\mathbf{8 7 . 4 4}$ | Ours |



Fig. 3. Top 5 ranking results on PAVIS. In each group of images, the query image is on the left. The first, second and third rows are the ranking results of our method with LEF18, DVCov and LEF18+DVCov feature (s) respectively. The bounding boxes indicate the correct matchings.

Evaluation results on PAVIS [38] are shown in Table 3. Clearly, our approach significantly outperforms the state-of-the-art algorithms on both RGB feature, ELF18 [1] and depth feature DVCov [25]. After combing the RGB and depth features, our multimodal representation achieves $68.97 \%$ at Rank-1 accuracy, which significantly beats the traditional NN-based method and the state-of-the-art metric learning methods. Together with the demonstration in Fig. 3 we can see, our model can relieve the problem of the person's clothing changes and the lighting influence by leveraging the RGB and depth representation.

### 6.2.2. Comparison on BIWI

BIWI [39] dataset contains three groups of sequences Training, Still and Walk - ing captured from 50 different people, with 300 frames of depth images and skeletons for each person. In Training, people performed motions, such as walking and rotating. Only 28 people presented in Training were recorded in Still and Walking, which were collected in a different day and a different scene so that most persons were dressed differently. In Still, people slightly moved, while in Walking, every person walked in different view angles.

For this dataset, we use images of those 28 commonly appeared persons in Training as gallery data and their images in Still and Walking as probe data. Table 4 reports the evaluation results on BIWI [39] dataset. From which we can see, (1) Our JGRSR_single significantly outperforms the state-of-the-art on RGB features. (2) The performance of sparse ranking based methods (including ISR [4] and Ours) is restricted on depth features. This might be caused by the dramatical posture changes of the pedestrian in this dataset which destroys the robustness of the features. Even though it is still clear that. (3) by introducing the probe and gallery-based graph regularizers and the dictionary learning, our NNDGSR [26] and JGRSR_single outperform the conventional sparse ranking method ISR [4] with competitive results. (4) Our JGRSR_multi achieves the best performance comparing to the NNbased method and metric learning methods.

### 6.2.3. Comparison on IAS-Lab

IAS-Lab [40] dataset consists of three groups of sequences Training, TestingA and TestingB. Each person is with about 500 frames of depth images and skeletons rotated on himself and walked during the recording. TestingA and TestingB were collected

Table 4

| Modality | Methods | Still |  | Walking |  | References |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Rank-1 | Rank-5 | Rank-1 | Rank-5 |  |
| RGB | LOMO [7] | 18.17 | 35.47 | 10.31 | 21.39 | CVPR2015 |
|  | ELF18 [1] | 4.11 | 19.13 | 1.50 | 16.77 | TCSVT2017 |
|  | Color Hist [53] | 10.61 | 31.92 | 5.86 | 21.70 | ECCV2008 |
|  | HOG [54] | 12.35 | 30.39 | 6.94 | 23.29 | ECCV2008 |
|  | LBP [5] | 10.87 | 35.57 | 5.34 | 23.31 | CVPR2015 |
|  | ELF18 [1]+ISR [4] | 4.41 | 21.43 | 3.56 | 17.86 | TCSVT2017+PAMI2015 |
|  | ELF18 [1]+ NNDGSR [26] | 8.57 | 21.43 | 5.36 | 19.65 | Ours |
|  | ELF18 [1]+JGRSR_single | 14.71 | 21.78 | 10.14 | 21.01 | Ours |
| Depth | RIFT2M [55] | 4.34 | 20.78 | 3.75 | 18.31 | ISOP2007 |
|  | Fehrs [56] | 14.06 | 43.78 | 12.09 | 39.60 | ICRA2012 |
|  | Skeleton [39] | 26.55 | 62.73 | 16.94 | 47.18 | Springer2014 |
|  | DVCov [25] | 23.07 | 58.89 | 21.40 | 54.12 | TIP2017 |
|  | DVCov [25]+ISR [4] | 5.7 | 21.01 | 4.06 | 19.31 | TIP2017+PAMI2015 |
|  | DVCov [25]+NNDGSR [26] | 17.29 | 25.56 | 14.28 | 20.46 | Ours |
|  | DVCov [25]+JGRSR_single | 21.65 | 42.14 | 16.96 | 23.35 | Ours |
| RGB-D | ELF18 [1]+DVCov [25] + NN | 4.29 | 27.86 | 7.14 | 21.68 | TCSVT17+TIP17 |
|  | ELF18 [1]+DVCov [25]+LFDA [8] | 16.43 | 40.00 | 7.86 | 17.14 | TCSVT17+TIP17+CVPR13 |
|  | ELF18 [1]+DVCov [25]+KISSME [9] | 22.86 | 32.86 | 12.14 | 34.29 | TCSVT17+TIP17+CVPR12 |
|  | ELF18 [1]+DVCov [25]+XQDA [7] | 15.71 | 37.86 | 13.57 | 35 | TCSVT17+TIP17+CVPR15 |
|  | ELF18 [1]+DVCov [25]+JGRSR_multi | 28.18 | 64.29 | 21.79 | 46.43 | Ours |

Table 5
Comparison with baselines on IAS-Lab dataset (in \%).

| Modality | Methods | TestingA |  | TestingB |  | References |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Rank-1 | Rank-3 | Rank-1 | Rank-3 |  |
| RGB | LOMO[7] | 25.79 | 66.28 | 30.06 | 79.90 | CVPR2015 |
|  | ELF18 [1] | 21.81 | 67.77 | 23.01 | 67.81 | TCSVT2017 |
|  | Color Hist [53] | 24.42 | 66.48 | 23.89 | 60.93 | ECCV2008 |
|  | HOG [54] | 38.89 | 72.67 | 49.62 | 86.79 | ECCV2008 |
|  | LBP [5] | 32.81 | 68.22 | 52.88 | 89.81 | CVPR2015 |
|  | LBP [5]+ISR [4] | 41.65 | 73.61 | 56.67 | 85.41 | CVPR2015+PAMI2015 |
|  | LBP [5]+ NNDGSR [26] | 43.78 | 73.86 | 60.42 | 86.38 | Ours |
|  | LBP [5]+JGRSR_single | 47.74 | 75.28 | 62.56 | 88.85 | Ours |
| Depth | RIFT2M [55] | 20.94 | 60.87 | 19.88 | 60.02 | ISOP2007 |
|  | Fehrs [56] | 24.05 | 64.95 | 20.46 | 62.65 | ICRA2012 |
|  | Skeleton [39] | 49.83 | 91.49 | 60.25 | 93.58 | Springer2014 |
|  | DVCov [25] | 35.56 | 72.53 | 36.14 | 71.45 | TIP2017 |
|  | DVCov [25]+ISR [4] | 41.65 | 72.22 | 36.11 | 66.70 | TIP2017+PAMI2015 |
|  | DVCov [25]+NNDGSR [26] | 50.00 | 69.47 | 41.67 | 68.87 | Ours |
|  | DVCov [25]+JGRSR_single | 52.80 | 80.56 | 44.44 | 73.89 | Ours |
| RGB-D | LBP [5]+DVCov [25] + NN | 48.89 | 74.44 | 34.44 | 54.44 | CVPR2015+TIP2017 |
|  | LBP [5]+DVCov [25]+LFDA [8] | 23.33 | 64.00 | 20.00 | 61.33 | CVPR15+TIP17+CVPR13 |
|  | LBP [5]+DVCov [25]+KISSME [9] | 24.67 | 56.67 | 30.67 | 61.33 | CVPR15+TIP17+CVPR12 |
|  | LBP [5]+DVCov [25]+XQDA [7] | 38.67 | 62.00 | 38.00 | 58.00 | CVPR15+TIP17+CVPR15 |
|  | LBP [5]+DVCov [25]+ JGRSR_multi | 55.06 | 89.37 | 65.28 | 91.56 | Ours |

with different clothes and in different environments respectively for the same person in Training.

Following the evaluation settings on PAVIS [38], half of Training sequences were randomly selected as gallery data, while the samples in Testing $A$ and Testing $B$ of the same persons were selected as probe data. Table 5 reports the evaluation results on IASLab [40]. As we can see, (1) our approach significantly outperforms the state-of-the-art methods on both RGB and depth features. (2) Although our methods work overshadowed to LBP [5] and Skeleton [39] on Rank-3, they achieve much higher Rank-1 which is the most important metric in real-life application. (3) By combining both RGB and depth features, our JGRSR_multi can further boost the performance.

### 6.3. Evaluation on depth transferred multi-modal benchmarks

Although it is effective to incorporate depth information into the RGB space for multi-modal Re-ID, we cannot guarantee the
depth information in most of the surveillance. Therefore, we generate the transferred Eigen-depth feature (TED) [25] as depth feature for two RGB datasets 3DPeS [59] and CAVIAR4REID [2] where the depth information is not available. For RGB features, we apply two favorable hand-crafted features, WHOS [4] and ELF18 [1], and one deep feature APR [11]. Following the protocol in [25], we select the BIWI [39] as the auxiliary dataset, then estimate depth information for 3DPeS [59] and CAVIAR4REID [2].

3DPeS [2] dataset contains hundreds of video sequences of 200 people taken from a multi-camera distributed surveillance system over several days, with different light conditions and different points of view. Two images were randomly selected as gallery data and another two as probe data in 3DPeS [2]. As for CAVIAR4REID [2] dataset, we follow the experiment settings in Sect 6.1 for single-modal Re-ID, and randomly select five images as gallery data or probe data for the multi-modal case.

We evaluate our method on both single-modal and multimodal cases as shown in Table 6 and Table 7 respectively. From

Table 6
Comparison of single-modal cases on 3DPeS and CAVIAR4REID (in \%).

| Dataset | 3 DPeS |  |  |  |  | CAVIAR4REID |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Rank | 1 | 2 | 3 | 4 | 5 | 1 | 2 | 3 | 4 | 5 |
| TED feature (+ metric) |  |  |  |  |  |  |  |  |  |  |
| + LFDA [8] | 28.23 | 33.54 | 37.19 | 40.73 | 42.29 | 60.83 | 70.83 | 81.11 | 65.56 | 87.78 |
| + KISSME [9] | 16.77 | 19.38 | 21.35 | 24.17 | 25.94 | 57.50 | 67.78 | 73.61 | 76.39 | 80.28 |
| + XQDA [7] | 30.31 | 35.73 | 39.17 | 42.69 | 44.48 | 57.94 | 69.94 | 76.83 | 81.00 | 85.28 |
| + ISR [4] | 35.23 | 40.07 | 43.10 | 45.41 | 47.54 | 64.47 | 75.31 | 80.11 | 82.81 | 84.81 |
| + NNDGSR [26] | 36.33 | 42.59 | 46.20 | 48.97 | 51.39 | 70.08 | 80.53 | 84.00 | 85.92 | 87.72 |
| + JGRSR_single | 36.98 | 41.15 | 43.49 | 46.35 | 49.48 | 73.72 | 81.75 | 85.78 | 87.72 | 89.44 |
| WHOS feature [4] (+ metric) |  |  |  |  |  |  |  |  |  |  |
| + LFDA [8] | 41.98 | 48.75 | 52.71 | 55.42 | 58.23 | 71.67 | 82.22 | 87.78 | 90.56 | 91.94 |
| + KISSME [9] | 32.92 | 40.10 | 44.06 | 45.83 | 48.02 | 63.44 | 75.28 | 81.67 | 86.94 | 90.28 |
| + XQDA [7] | 49.38 | 57.29 | 61.15 | 64.17 | 66.35 | 66.67 | 78.33 | 86.67 | 90.28 | 91.67 |
| + ISR [4] | 67.67 | 75.22 | 79.19 | 81.84 | 83.78 | 90.10 | 93.89 | 95.28 | 96.81 | 97.08 |
| + NNDGSR [26] | 70.56 | 77.50 | 81.15 | 83.66 | 85.43 | 93.19 | 96.28 | 97.39 | 98.08 | 98.47 |
| + JGRSR_single | 70.72 | 77.97 | 81.61 | 84.10 | 86.09 | 93.72 | 96.78 | 97.86 | 98.36 | 98.81 |
| ELF18 feature [1] (+ metric) |  |  |  |  |  |  |  |  |  |  |
| + LFDA [8] | 28.65 | 35.42 | 39.27 | 41.56 | 45.00 | 67.78 | 79.72 | 85.83 | 90.83 | 93.33 |
| + KISSME [9] | 21.88 | 26.04 | 32.29 | 33.33 | 35.42 | 63.06 | 77.22 | 82.5 | 85.56 | 89.72 |
| + XQDA [7] | 30.94 | 37.50 | 43.75 | 48.96 | 48.96 | 68.89 | 77.78 | 85.28 | 89.72 | 91.94 |
| + ISR [4] | 45.02 | 53.91 | 58.69 | 62.03 | 64.57 | 81.06 | 88.89 | 92.28 | 93.75 | 94.89 |
| + NNDGSR [26] | 46.11 | 55.67 | 60.89 | 64.54 | 67.21 | 86.22 | 91.22 | 94.06 | 95.33 | 96.19 |
| +JGRSR_single | 47.60 | 56.81 | 61.96 | 65.58 | 68.09 | 86.71 | 92.67 | 94.31 | 95.56 | 96.67 |
| APR feature [11] (+metric) |  |  |  |  |  |  |  |  |  |  |
| + LFDA [8] | 38.54 | 44.58 | 48.75 | 51.77 | 55.00 | 63.61 | 77.78 | 84.44 | 88.06 | 91.67 |
| + KISSME [9] | 27.60 | 34.37 | 38.85 | 41.56 | 44.06 | 65.00 | 78.61 | 83.61 | 85.56 | 88.06 |
| + XQDA [7] | 36.46 | 45.94 | 52.40 | 57.19 | 60.73 | 69.50 | 83.56 | 88.67 | 91.67 | 93.83 |
| + ISR [4] | 51.09 | 60.23 | 65.11 | 68.25 | 70.79 | 80.69 | 89.03 | 92.08 | 93.75 | 95.83 |
| + NNDGSR [26] | 52.80 | 62.32 | 67.29 | 69.36 | 72.46 | 89.00 | 93.47 | 95.33 | 96.17 | 96.78 |
| + JGRSR_single | 53.45 | 63.58 | 68.23 | 71.48 | 73.82 | 89.50 | 94.44 | 96.11 | 96.11 | 96.57 |

Table 7
Comparison of multi-modal cases on transferred 3DPeS and CAVIAR4REID (in \%).

| Dataset | 3 DPeS |  |  |  |  | CAVIAR4REID |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Rank | 1 | 2 | 3 | 4 | 5 | 1 | 2 | 3 | 4 | 5 |
| WHOS [4] + TED [25] (+ metric) |  |  |  |  |  |  |  |  |  |  |
| + LFDA [8] | 42.71 | 49.06 | 53.02 | 56.25 | 58.33 | 72.78 | 82.78 | 88.06 | 90.56 | 91.94 |
| + KISSME [9] | 34.06 | 40.42 | 44.06 | 46.56 | 48.54 | 64.33 | 76.11 | 82.50 | 85.00 | 89.17 |
| + XQDA [7] | 49.90 | 58.02 | 61.35 | 63.75 | 65.94 | 67.50 | 78.06 | 85.83 | 90.00 | 91.94 |
| + ISR [4] | 67.85 | 75.27 | 79.52 | 81.82 | 83.85 | 89.25 | 93.97 | 95.97 | 97.06 | 97.69 |
| + NNDGSR [26] | 69.01 | 76.04 | 9.43 | 81.51 | 83.59 | 93.33 | 96.53 | 98.06 | 98.61 | 98.75 |
| + JGRSR_multi | 71.55 | 77.60 | 81.32 | 84.05 | 85.74 | 94.17 | 97.14 | 98.31 | 98.83 | 99.08 |
| ELF18 [1] + TED [25] (+ metric) |  |  |  |  |  |  |  |  |  |  |
| + LFDA [8] | 28.65 | 35.42 | 39.27 | 41.56 | 45.00 | 68.33 | 80.00 | 85.83 | 91.39 | 93.33 |
| + KISSME [9] | 21.88 | 26.46 | 31.15 | 33.96 | 37.19 | 64.72 | 75.83 | 83.89 | 86.67 | 89.44 |
| + XQDA [7] | 31.15 | 38.54 | 42.71 | 45.83 | 48.96 | 69.72 | 77.78 | 86.39 | 89.94 | 91.04 |
| + ISR [4] | 46.70 | 56.79 | 62.10 | 65.91 | 68.82 | 84.14 | 90.61 | 93.36 | 94.97 | 95.75 |
| + NNDGSR [26] | 47.92 | 58.44 | 63.54 | 67.29 | 69.58 | 87.50 | 93.06 | 94.44 | 95.83 | 96.67 |
| + JGRSR_multi | 48.75 | 57.60 | 62.29 | 66.25 | 69.06 | 88.42 | 93.89 | 95.5 | 96.81 | 97.50 |
| APR [11] + TED [25] (+ metric) |  |  |  |  |  |  |  |  |  |  |
| + LFDA [8] | 38.54 | 44.58 | 48.75 | 51.77 | 55.00 | 63.61 | 77.78 | 84.44 | 88.06 | 91.67 |
| + KISSME [9] | 28.23 | 34.17 | 39.17 | 41.56 | 43.33 | 66.67 | 77.50 | 83.06 | 86.39 | 88.89 |
| + XQDA [7] | 36.88 | 46.98 | 53.44 | 57.92 | 61.15 | 70.11 | 83.39 | 88.72 | 91.67 | 93.50 |
| + ISR [4] | 52.51 | 62.32 | 68.03 | 71.68 | 74.07 | 86.50 | 92.39 | 94.56 | 95.86 | 96.39 |
| + NNDGSR [26] | 52.86 | 62.11 | 66.8 | 70.25 | 72.79 | 87.64 | 93.61 | 95.14 | 95.83 | 96.39 |
| + JGRSR_multi | 54.69 | 64.58 | 69.79 | 72.40 | 76.04 | 89.70 | 94.08 | 95.89 | 96.61 | 97.42 |

Table 6 we can see, the sparse ranking based methods (ISR [4], NNDGSR [26] and JGRSR_single) significantly beat the conventional metric learning methods (KISSME [9] and XQDA [7]) on both handcrafted features and deep features. The transferred depth feature TED performs overshadowed by the other three RGB features (WHOS [4], ELF18 [1] and APR [11]) since the single depth feature
is not sufficient to describe the appearance of the person. However, the augmentation of TED [25] feature into the RGB features can effectively improve top-rank matching accuracies, as shown in Table 7. Furthermore, Table 7 demonstrates the promising results of our JGRSR_multi comparing to the state-of-the-art methods.


Fig. 4. The component analysis on PAVIS, BIWI, IAS-Lab, 3DPeS and CAVIRA4REID datasets.

Table 8
The probe and gallery sizes on PAVIS, BIWI, IAS-Lab, 3DPeS and CAVIRA4REID datasets (in \{number of person\} $\times$ \{number of images per person\}).

| Dataset | PAVIS | BIWI | IAS-Lab | 3DPeS | CAVIAR4REID |
| :--- | :--- | :--- | :--- | :--- | :--- |
| probe-size | $39 \times 5$ | $28 \times 5$ | $6 \times 5$ | $100 \times 2$ | $36 \times 5$ |
| gallery-size | $39 \times 5$ | $28 \times 5$ | $6 \times 5$ | $100 \times 2$ | $36 \times 5$ |

### 6.4. Ablation study

To verify the contribution of the components in our model, we implement the ablation study of several variants of our method on PAVIS [38], BIWI [39], IAS-Lab [40], 3DPeS [59] and CAVIAR4REID [2]. Fig. 4 reports the results. From which we can see: (1) Probe and gallery-based graph regularizers play important roles in sparse ranking based Re-ID (comparing baseline $+J_{p}+J_{g}$ to baseline). (2) By enforcing the dictionary learning ( $+D L$ ), it can improve the performance to some content. (3) By integrating other modality resources, it can further boost the performance ( $+J_{m}$ ). Fig. 4 consistently demonstrates the contribution of each component in the proposed joint graph regularized dictionary learning and sparse ranking model. It should be noted that baseline is the initial sparse representation method (ISR [4]), baseline + $J_{p}+J_{g}$ denotes ours previous work NNDGSR [26], baseline $+J_{p}+$ $J_{g}+D L$ denotes JGRSR_single and baseline $+J_{p}+J_{g}+D L+J_{m}$ denotes JGRSR_multi. Table 8 indicates the gallery and probe sizes of each dataset in Fig. 4.

### 6.5. Parameter analysis

There are five important parameters in our model: $\{\lambda, \beta, \gamma, \mu$, $\left.\eta_{v}\right\}$. The first four parameters in Eq. (10) control the sparsity of the codings, the probe-based regularizer in probe images, the gallerybased regularizer in gallery images and the cross-modal coherence respectively, while the last parameter $\eta_{v}$ from Eq. (26) balances the contribution of corresponding modality. In this paper, $\eta_{1}$ and $\eta_{2}$ indicate the contribution of RGB and depth modality respectively and $\eta_{1}=1-\eta_{2}$. We empirically set: $\left\{\lambda, \beta, \gamma, \mu, \eta_{1}\right\}=\{0.1,0.2$, $0.5,0.3,0.7\}$. The results with different $\lambda, \beta, \gamma, \mu$ and $\eta_{1}$ on PAVIS are shown in Table 9, which demonstrates that our model is not sensitive to the parameters.

## 7. Conclusion

In this paper, we have proposed a novel joint graph regularized dictionary learning and sparse ranking method for multi-modal multi-shot person Re-ID. First, it can simultaneously capture the intrinsic geometric structures in both probe and gallery. In addition, it preserves the cross-modal consistency while handling the multi-modal (RGB-depth) Re-ID task. Then we provide a fast optimization for the proposed unified sparse ranking framework. Extensive experiments on challenging multi-modal multi-shot person Re-ID datasets demonstrate the promising performance of the proposed method. Although there are many fast algorithms to optimize sparse ranking framework, our method still faces the computational complexity problem due to the graph construction, especially on large-scale datasets. In the future, we will leverage the strong feature learning capability of convolutional neural networks (CNN) and the noise resistance ability of sparse ranking, and design

Table 9
Parameter analysis at rank-1 on PAVIS dataset (in \%).

| Parameter | Setting | Rank-1 | Parameter | Setting | Rank-1 | Parameter | Setting | Rank-1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | 0.05 | 68.73 |  | 0.1 | 68.73 |  | 0.8 | 68.21 |
| $\lambda$ | 0.1 | 68.97 | $\beta$ | 0.2 | 68.97 | $\eta_{1}$ | 0.7 | 68.97 |
|  | 0.2 | 68.48 |  | 0.3 | 67.95 |  | 0.6 | 67.95 |
|  | 0.2 | 67.68 |  | 0.2 | 67.69 |  |  |  |
| $\gamma$ | 0.5 | 68.97 | $\mu$ | 0.3 | 68.97 |  |  |  |
|  | 0.8 | 67.43 |  | 0.4 | 67.96 |  |  |  |

more robust deep learning based Re-ID models for diverse challenging scenarios.
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