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Abstract

To avoid the illumination limitation in visible person re-
identification (Re-ID) and the heterogeneous issue in cross-
modality Re-ID, we propose to utilize complementary advan-
tages of multiple modalities including visible (RGB), near
infrared (NI) and thermal infrared (TI) ones for robust per-
son Re-ID. A novel progressive fusion network is designed to
learn effective multi-modal features from single to multiple
modalities and from local to global views. Our method works
well in diversely challenging scenarios even in the presence
of missing modalities. Moreover, we contribute a comprehen-
sive benchmark dataset, RGBNT201, including 201 identities
captured from various challenging conditions, to facilitate the
research of RGB-NI-TI multi-modality person Re-ID. Com-
prehensive experiments on RGBNT201 dataset comparing to
the state-of-the-art methods demonstrate the contribution of
multi-modality person Re-ID and the effectiveness of the pro-
posed approach, which launch a new benchmark and a new
baseline for multi-modality person Re-ID.

Introduction
The last decade has witnessed an exponential surge in per-
son re-identification (Re-ID). However, primary efforts on
a single visible modality faces severe challenges in adverse
illumination and weather conditions like total darkness and
dense fog, which restrict its applications in all-day and all-
weather surveillance. For example, as shown in Fig. 1 (a)
and (b), RGB images almost become invalid in harsh light-
ing conditions and the performance of RGB-based person
Re-ID would thus be limited.

To overcome imaging limitations of visible sensors, Wu
et al. (2017) propose an RGB and Near Infrared (RGB-NI)
dataset SYSU-MM01 for cross-modal person Re-ID, which
has been drawn much more attention in recent years from
both academic and industrial communities (Dai et al. 2018;
Hao et al. 2019a; Wang et al. 2019; Ye et al. 2018; Li et al.
2020). However, the heterogeneous properties across RGB
and NI modalities caused by distinct wavelength ranges
bring additional challenges to person Re-ID. In addition, the
imaging quality of NI is still limited in some challenging
scenarios, such as high illumination. For instance, for the
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ID1 and ID2 in Fig. 1 (a) and (b), their NI images are signif-
icantly affected.

To incorporate the complementary information among the
multi-modality information, there emerges the attempt of
RGBD dual-modality Re-ID (Barbosa et al. 2012; Munaro
et al. 2014b) by introducing the depth information. However,
the existing depth data are captured in indoor conditions
which significantly limit its applications and attractions in
both research and industry communities.

In this paper, we propose a new task named multi-
modality person Re-ID by integrating RGB, TI (Thermal)
and NI (Near Infrared) source data for robust person Re-ID.
These three kinds of data have diverse ranges of spectrum,
as shown in Fig. 1 (a), and could provide strong comple-
mentary benefits in person Re-ID. For example, NI informa-
tion can overcome the low illumination therefore provides
more visible information especially in low illumination, as
the person ID3 in Fig. 1 (b). Comparing to NI images, TI
information is insensitive to lighting conditions, and has a
strong ability to penetrate haze and smog, even in a long
distance surveillance, which provides more discriminative
information between human bodies and surrounding envi-
ronments, or auxiliary costumes, as the person ID1 and ID2
in Fig. 1 (b). Introducing NI and TI cameras/modalities into
RGB one has perspective applications including all-day all-
weather security monitoring, long distance drone investiga-
tion, autonomous vehicle in complex environments, etc.

The new task of multi-modality person Re-ID raises three
major problems. 1) How to design a suitable baseline algo-
rithm to effectively leverage the complementary benefits of
all modalities for robust multi-modality person Re-ID even
in the presence of missing modalities. 2) How to create a
reasonable size benchmark dataset for the comprehensive
evaluation of different multi-modality person Re-ID algo-
rithms. 3) How much do each modality, each or diverse
combinations of multiple modalities contribute in multi-
modality person Re-ID.

To address above problems, we first design a progres-
sive fusion network (PFNet) to learn robust RGB-NI-TI
features for multi-modality person Re-ID. Specifically, we
employ three individual branches to extract single-modality
features and integrate the spatial attention operations to cap-
ture more meaningful regions within each modality. Then
we fuse the features of each two modalities in part-level to
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Figure 1: Demonstration of RGB, NI (Near Infrared) and TI (Thermal Infrared) multi-modality person re-identification. (a)
Examples of three person identities captured in RGB, NI and TI modalities in severe conditions. (b) Corresponding multi-
modality person image triples (ordered by RGB, NI and TI) of the three identities in (a).

capture the complementary local information among modal-
ities such as the body parts and accessories of pedestrian. At
last, we progressively fuse the features of three modalities to
take both advantages of local-global and multi-modality in-
formation. In addition, to handle the missing modality issue
when one or two modalities are not available during the test
in real-world applications, we propose to transfer features
of available modalities to the missing ones by introducing a
cross-modality transfer module (Xu et al. 2017) to our pro-
gressive fusion network. By this way, we can still leverage
the learnt multi-modal representations for robust person Re-
ID.

Second, we contribute a reasonable size dataset
RGBNT201 for comprehensive evaluation in multi-
modality person Re-ID. RGBNT201 contains 201 identities
of person, with 4787 aligned image triplets of three modal-
ities (RGB, NI and TI) captured by four non-overlapping
cameras in real-world scenarios. It contains most of chal-
lenges in person Re-ID task, including various changes of
poses, occlusion, view, illumination, resolution, background
and so on. Most importantly, it contains more challenges in
adverse environmental conditions, shown in the supplemen-
tary file due to space limitation, which launches a fair plat-
form for Re-ID and related communities.

Finally, we perform comprehensive evaluation on the
proposed RGBNT201 dataset with prevalent backbones on
various combinations and fusion schemes across RGB, NI
and TI modalities, to explore the contribution of each modal-
ity. We further evaluate PFNet against the state-of-the-art
methods justify the effectiveness of the proposed progres-
sive fusion network and provide a baseline for multi-modal
Re-ID. In addition, the compatibility of missing modality
scenarios further evidences the multi-modal benefit and si-
multaneously expands the diverse applications in real-life.

To our best knowledge, this is the first work to launch
the task of RGB-NI-TI multi-modality Re-ID and the corre-
sponding benchmark dataset. This paper makes the follow-
ing contributions to person Re-ID and related applications.

• We create a new task, called multi-modality person Re-

ID, by introducing the multi-modality information to han-
dle the problem of imaging limitations of single or dual
modalities in person Re-ID.

• We propose an effective progressive fusion network to
achieve adequate fusion of different source data in multi-
modality person Re-ID.

• We introduce a cross-modality transfer module in our
framework to allow the missing modality issue by trans-
forming the existing modality representations to the miss-
ing ones.

• We build a new benchmark dataset for multi-modality per-
son Re-ID with 201 different persons in a wide range
of viewpoints, occlusions, environmental conditions and
background complexity.

• We carry out a comprehensive evaluation of differ-
ent state-of-the-art approaches and in-depth experimental
analysis of our progressive fusion network on the newly
created benchmark dataset.

Related Work
Recent efforts on RGB infrared cross-modality and RGB
Depth dual modality Re-ID provide a new solution for RGB-
based single modality person Re-ID in challenging environ-
ment.

RGB-Infrared Person Re-identification
To overcome the illumination limitations in RGB-based sin-
gle modality Re-ID, Wu et al. (2017) first propose the RGB-
NI cross-modality Re-ID problem and contribute a cross-
modality Re-ID dataset SYSU-MM01. Subsequently, Ye
et al. (2018) propose a metric learning model for cross-
modality Re-ID via triplet loss to supervise the training of
network instead of contrastive loss. Dai et al. (2018) pro-
pose a generative adversarial network to learn common rep-
resentations of two modalities. Feng et al. (2019) employ
modality-specific networks to tackle with the heterogeneous
matching problem. Wang et al. (2019) introduce a network
to handle the two discrepancies separately which translates
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Figure 2: Framework of the proposed PFNet. (a) Multi-modality feature learning. For multi-modality situation, we develop a
three-stream network to extract the features of RGB, NI and TI modality respectively as shown in the green lines. When one
or two modalities are missing, taking NI and TI for instance, we use three-modal data to train the cross-modal representation
transforming from the existing (RGB) modality to the missing (NI and TI) modalities by two convolutional networks and up-
sampling modules as shown in the red solid and dotted lines. Then we use the existing (RGB) modality data and the transformed
missing modality representation learnt by the trained convolutional network during testing, as shown in the red solid lines. (b)
In progressive fusion phase, we fuse the three branches into a summation branch. In particular, in the summation branch and
each single branch, we divide the fusion tensor into part-level. Then we concatenate the features of all branches as the testing
feature for Re-ID.

different modalities to unify the representations for images.
Hao et al. (2019b) use sphere softmax to learn a hyper-
sphere manifold embedding and constrain the intra-modality
and cross-modality variations on this hypersphere. Li et
al. (2020) introduce an auxiliary intermediate modality and
reformulate infrared-visible dual-mode cross-modal learn-
ing as an Infrared-Intermediate-Visible three-mode learn-
ing problem to reduce the gap between RGB-NI modali-
ties. Wang et al. (2020) propose to generate cross-modality
paired-images and perform both global set-level and fine-
grained instance-level alignments. Note that, Nguyen et al.
(2017) propose a dual modality person dataset with paired
RGB and Thermal data of each person. Since the dataset is
captured by only one single camera, it is commonly used for
cross-modality person Re-ID evaluation. Although the in-
frared data (both near infrared and the thermal infrared) can
provide better visible information in adverse lighting condi-
tions, cross-modality Re-ID confronts additional challenges
due to the heterogeneous appearance in different modalities
as shown in Fig. 1, which limits the performance of person
Re-ID.

RGB-Depth Person Re-identification
Integrating multiple sources has been widely explored in
various computer vision and multimedia tasks, including
RGBT tracking (Li et al. 2017b, 2019; Zhu et al. 2019),
RGBT saliency detection (Li et al. 2017a; Tu et al. 2019),
etc. To make full use of the complementary among different
modality resources, the depth data has been introduced to
offset the RGB information. Representative RGBD Re-ID

datasets include PAVIS (Barbosa et al. 2012), BIWI (Mu-
naro et al. 2014b), and so on. Based on above datasets, Pala
et al. (2015) combine clothing appearance with depth data
for Re-ID. Xu et al. (2015) propose a distance metric using
RGB and depth data to improve RGB-based Re-ID. Wu et al.
(2017) propose a kernelized implicit feature transfer scheme
to estimate the Eigen-depth feature from RGB images im-
plicitly when depth device was not available. Paolanti et al.
(2018) combine depth and RGB data with multiple k-nearest
neighbor classifiers based on different distance functions.
Ren et al. (2019) exploit a uniform and variational deep
learning method for RGBD object recognition and person
Re-ID. Mogelmose et al. (2013) propose a tri-modal (RGB,
depth, thermal) person Re-ID dataset and extract color, soft
body biometrics to construct features for multi-modality Re-
ID. However, existing depth data is captured in the indoor
condition which limits its application in more common out-
door real-world environments.

PFNet: Progressive Fusion Network
To fully leverage the complementary information in multi-
modality resources, we propose a progressive fusion net-
work (PFNet) for multi-modality person Re-ID, as shown
in Fig. 2. PFNet aims to fuse from local view to global view
in terms of both multi-modal cues and spatial contexts. On
one hand, we employ the illumination-insensitive textures
in NI and thermal-aware contexts in TI to supplement RGB
modality and thus first fuse NI and TI to RGB respectively
then all of them. On the other hand, we fuse the appearance
feature from both local body parts and accessories level and
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global body shape level.

Single-Modality Feature Extraction
To obtain the high-quality representation of single modality,
we first design three branches to capture the representation
of person image in each modality based on ResNet50 (He
et al. 2016). Along each branch, we further propose to in-
troduce a spatial attention (SA) layer (Woo et al. 2018), to
enhance the meaningful information in the feature maps.

To capture the spatial relationship of features, we employ
the commonly used average-pooling to learn the content of
input person image for feature aggregation. To better pre-
serve the textures and select the discriminative feature infor-
mation, we further introduce a max-pooling operation. We
fuse the outputs of average-pooling and max-pooling to gen-
erate the descriptor and then forward to a convolution layer
to compute the spatial attention map. The attention map As

of spatial attention module can be formulated as:

As(F ) = σ(C7×7(Avg(F ) +Max(F ))), (1)

where σ denotes the sigmoid function, and F indicates the
features outputted from previous layers. C7×7 indicates the
convolution operation with the kernel size of 7× 7.

Part-Level Cross-Modality Fusion
To leverage the complementary information among modal-
ities, we design a part-level cross-modality fusion module
to fuse the features from NI and TI modalities into RGB
modality. Specifically, we sum the NI and TI features into
RGB features respectively to boost the robustness in severe
illumination or background conditions. To capture the local
information of the person images, we further employ the part
scheme dividing each tensor into several parts, and then em-
ploy the global average pooling (GAP) on each part in all
branches. The fully connected (FC) layer is used to classify
the features of each branch.

Particularly, we train each branch with b part loss func-
tions independently. We calculate the difference between ID
prediction p and the real labels, and utilize the cross entropy
loss as the t-th part loss to optimize the network:

Lpart (y,N) = Lcross−entropy

= −
N∑

n=1

K∑
i=1

yn log(ŷni ),
(2)

where N is the number of images in a training batch, yn is
a ground-truth identity label. ŷni is a predicted identity label
for each feature in the person representation, defined as:

ŷni = argmax
c∈K

exp((wc
i )

Txi)∑K
k=1 exp((w

k
i )

T )xi
, (3)

where K is the number of identification labels, and wk
i is

classifier for the feature xi and the label k.

Global Multi-Modality Fusion
To progressively learns the global representations of three
modalities, we implement the multi-modality fusion module

by combining all above local features in a global way. In
particular, we concatenate all part-based feature representa-
tions in five streams. The globally concatenated features are
fine-tuned by the global loss function, which consists of a
triplet loss with hard sample mining (Hermans, Beyer, and
Leibe 2017) and a cross entropy loss. For the triplet loss, we
randomly select P identities with K images in each batch.
The triplet loss function can be denoted as:

Ltriplet (X,Y ) =
P∑
i=1

K∑
a=1

[m+

hardest positive︷ ︸︸ ︷
max

p=1,...,K
D(gia, g

i
p)

−

hardest negative︷ ︸︸ ︷
min

n=1,...,K
D(gia, g

i
n)],

(4)

where m denotes the margin. D indicates Euclidean dis-
tance, and g is the output feature of each samples.X denotes
the concatenated features consisting of b part features from
all the branches.

We concatenate the features from all five branches to op-
timize the global loss, which can be described as:

Lglobal (X,Y ) = Lcross−entropy (y,N)

+Ltriplet (X,Y ).
(5)

At last, the loss of multi-modality training can be formulated
as:

Lmulti−modality (X,Y ) = Lglobal (X,Y )

+
3b∑
t=1

Lt
part (yt, N).

(6)

Cross-Modality Transfer
To handle the issue when one or two modalities are miss-
ing in practice, we further propose to learn the feature trans-
forming from existing modality to the missing modalities to
keep leveraging the multi-modality information.

As illustrated in the red solid and dotted lines in Fig. 2,
taking NI and TI as missing modalities for example, we send
the existing RGB data into three individual convolutional
branches, one to extract RGB modality feature, and the other
two to learn RGB-NI and RGB-TI cross-modal representa-
tions respectively. Then we perform the cross-modal trans-
fer on the outputs of each missing-modality branch, alter-
natively between upsampling operation to enlarge the size
of feature map and convolutional block to reduce the num-
ber of channels. The upsampling operation is completed via
the nearest neighbor interpolation, while each convolutional
block contains 1× 1, 3× 3 and 1× 1 convolutional layers.
The transferred feature map of each missing modality has 3
channels with size of 128× 256, which is the same as the
original missing modality image during the training. We use
Mean Square Error (MSE) loss to measure the difference be-
tween the upsampling results and original missing modality
images, which can be described as:

Lsm
trans =

1

N

N∑
i=1

(Ismi − x̂ism)2, (7)
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Dataset Challenges ID Modality
PO HI BC MB LI LPC LR VC TC RGB NI TI Depth

Single
modality

CUHK03
√

×
√

× ×
√

×
√

× 1467 13164 - - -
iLIDS

√
×

√ √
×

√ √ √
× 300 42495 - - -

Market1501
√

×
√ √

×
√ √ √

× 1501 32668 - - -
MSMT17

√
×

√ √
×

√ √ √
× 4101 126441 - - -

MARS
√

×
√ √

×
√

×
√

× 1261 1191003 - - -
Cross

modality
SYSU-MM01

√
× × × ×

√ √ √
× 491 287628 15792 - -

RegDB
√

× × × ×
√ √ √ √

412 4120 - 4120 -

Multi
modality

BIWI × × × × ×
√

×
√

× 78 - - - -
PAVIS × × × × ×

√
×

√
× 79 395 - - 395

IAS Lab × × × × ×
√

×
√

× 11 - - - -
3DPes × × × × ×

√
×

√
× 200 1012 - - 1012

CAVIAR4REID × × × × ×
√

×
√

× 72 1220 - - 1220
RGBNT201

√ √ √ √ √ √ √ √ √
201 4787 4787 4787 -

Table 1: Comparison of RGBNT201 against prevalent Re-ID datasets.The nine columns in the middle represent nine challenges,
including part occlusion (PO), high illumination (HI), background clutter (BC), motion blur (MB), low illumination(LI), large
pose changing (LPC), low resolution (LR), viewpoint changing (VC) and thermal crossover (TC).

where sm = {NI, TI} indicating the missing modality NI
or TI. x̂ism denotes the transferred feature of the input miss-
ing modality (NI or TI) image Ismi .

The missing-modality training loss can be formulated as:

Lmis−modality = Lmulti−modality(X,Y )

+LNI
trans + LTI

trans.
(8)

In testing phase with only RGB data, as shown in the
red solid line in Fig. 2, we can easily obtain the NI and TI
modality information via the two trained cross-modal trans-
fer branches respectively, followed by the proposed progres-
sive fusion scheme. Other missing modality scenarios can
be achieved in the same manner.

RGBNT201: Multi-modality Person Re-ID
Dataset

To evaluate the proposed PFNet on multi-modality person
Re-ID, we propose a multi-modality dataset, RGBNT201,
to integrate the complementary information among different
modality resources.

Data Acquisition
RGBNT201 dataset is collected on campus in four non-
overlapping views, each of which is captured by a triplicated
cameras to simultaneously record RGB, NI and TI data. Un-
like the most RGB person Re-ID datasets, which are cap-
tured only in daytime with favourable lighting, we further
capture large number of challenging images in harsh light-
ing conditions such as darkness in the night, or low visibil-
ity weather such as smog and fog. Specifically, we utilize the
paired RGB-NI cameras HIKVISION with resolution of 700
× 580 in 15 fps frame rate to capture the RGB and NI modal-
ity images. The TI images are simultaneously captured by
the FLIR T610 with resolution of 640 × 480 in frame rate
of 20 fps. We first implement the frame alignment and then
the pixel alignment to produce the multi-modality records.

We record all the three modality data in videos, which
span about four months covering early spring to summer

providing diverse clothing fashions. The original data con-
tributes more than 9000 seconds, and then we select about
40000 image triplet records from the videos. The bounding
boxes are manually annotated with resolution of 256 × 128
for each modality.

Dataset Description
RGBNT201 dataset contains 201 identities in four different
viewpoints with diverse illumination conditions and back-
ground complexity. For efficient evaluation, we automati-
cally select the person images in every 5-10 adjacent im-
ages, followed by manual checking to avoid data redun-
dancy. Each record consists of at least 20 nonadjacent im-
ages triplets in the fashion of three-modality, captured with
different poses, which forms 4787 images in each modal-
ity for the experimental evaluation. We select 141 identities
for training, 30 identities for validation, while the remain-
ing 30 identities for testing. In the testing stage, we use the
entire testing set as gallery set, while randomly selecting 10
records of each identity as probe.

Comparing with existing prevalent Re-ID datasets as
shown in Table 1, RGBNT201 has the following major ad-
vantages.

• It contains a large number of person images aligned in
three modalities captured by four non-overlapping cam-
era views. To our best of knowledge, RGBNT201 is the
largest multi-modality person Re-ID dataset with the most
challenge scenarios and modalities comparing with dual-
modality person Re-ID datasets including BIWI (Munaro
et al. 2014b), PAVIS (Barbosa et al. 2012), IAS Lab (Mu-
naro et al. 2014a) and CAVIAR4REID (Cheng et al.
2011).

• It includes person images captured in different weathers
and illuminations, and conforms to the reality of surveil-
lance systems. Especially the ubiquitous low illumination
(LI) and the high illumination (HI) challenges in real-
life scenarios, have been significantly ignored in existing
single-, cross- and dual-modality datasets.
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Modalities OSNet ResNet50 MobilenetV2
mAP rank-1 rank-5 rank-10 mAP rank-1 rank-5 rank-10 mAP rank-1 rank-5 rank-10

RGB 16.96 34.38 70.68 86.44 13.10 25.16 59.65 78.06 12.41 26.72 64.63 82.28
NI 13.90 27.91 62.86 80.43 12.10 21.74 57.56 75.84 15.29 25.40 60.14 78.74
TI 15.38 26.30 60.24 77.31 15.19 20.97 49.17 68.13 13.09 20.26 54.12 72.34
(RGB-NI) cat 19.47 29.96 67.06 83.95 14.69 32.89 74.97 89.29 17.42 31.62 66.24 83.10
(RGB-TI) cat 21.90 32.91 63.88 82.09 16.53 35.15 70.20 86.51 17.67 31.41 70.37 85.11
(RGB-NI-TI) cat 22.13 38.40 72.57 86.47 24.77 45.85 80.06 91.14 18.13 32.84 71.08 87.12
(RGB-NI) PFNet 22.18 33.29 69.51 88.35 17.95 37.02 80.19 91.76 25.24 35.22 69.59 85.63
(RGB-TI) PFNet 23.50 34.29 69.16 84.47 30.23 51.85 83.48 92.56 20.37 34.42 72.44 89.35
(RGB-NI-TI) PFNet 33.65 48.94 81.27 93.36 31.76 54.59 87.06 95.49 29.47 44.08 79.48 92.58

Table 2: Experimental comparison of the different modalities and different backbones on RGBNT201 (in %).

Methods OSNet ResNet50 MobilenetV2
mAP rank-1 rank-5 rank-10 mAP rank-1 rank-5 rank-10 mAP rank-1 rank-5 rank-10

Baseline 22.13 38.40 72.57 86.47 24.77 45.85 80.06 91.14 18.13 32.84 71.08 87.12
+SA 26.22 47.63 80.12 91.25 26.13 47.32 82.40 92.85 23.74 42.66 77.02 90.10
+CMF 28.12 48.25 81.04 92.22 25.78 49.09 84.55 93.07 26.54 43.45 78.19 91.36
+CMF+SA (PFNet) 33.65 48.94 81.27 93.36 31.76 54.59 87.06 95.49 29.47 44.08 79.48 92.58

Table 3: Ablation study on spatial attention (SA) and cross-modality fusion (CMF) on RGBNT201 with different backbones.
Baseline denotes directly concating the three modality features without SA or CMF (in %).

• It involves not only the challenges of RGB-based and
RGB-NI cross-modality person Re-ID problems, but also
the additional challenges introduced by multiple modal-
ities. Therefore it offers the complementary information
to boost the conventional RGB-based and RGB-NI cross-
modality Re-ID tasks, and meanwhile launches additional
challenges to multi-modality Re-ID research.

Experiments
Implementation Details
The implementation platform is Pytorch with a NVIDIA
GTX 1080Ti GPU. We use a ResNet50 (He et al. 2016) pre-
trained on ImageNet (Deng et al. 2009) as our CNN back-
bone. The initial learning rate is set as 1 × 10−3. Conse-
quently, we increase the number of train iterations due to the
small learning rate. The number of mini-batches is 8. In the
training phase, we use Stochastic Gradient Descent (SGD)
with the momentum of 0.9 and weight decay of 0.0005 to
fine-tune the network.

Impact of Different Backbones
To verify the contribution of multi-modality information and
evaluate the effectiveness of the proposed PFNet for multi-
modality Re-ID, we evaluate our method with various com-
bination of modalities on three different backbones, includ-
ing OSNet (Zhou et al. 2019), ResNet50 (He et al. 2016),
and MobilenetV2 (Sandler et al. 2018). As reported in Ta-
ble 2, i) due to the complex challenges in RGBNT201, none
of the three backbones works satisfactory on any modal-
ity, which launches a challenging scenario for person Re-
ID. ii) More modality scenarios improve the performance of
the less modality ones either by simply concatenating ( cat)
or proposed progressive fusing ( PFNet), which verifies the
contribution of the complementary information among the

three modalities. iii) PFNet outperforms concatenating in all
the scenarios on all the metrics, which validates the effec-
tiveness of the proposed PFNet while fusing multi-modality
information. For the sake of balance between mAP and
rank-1 scores, we use ResNet50 as the default backbone for
PFNet in the following experiments.

Ablation Studies
To verify the effective contribution of the components in our
model, we implement the ablation study on the spatial at-
tention (SA) module and the cross-modality fusing (CMF)
scheme in PFNet on RGBNT201, as reported in Table 3.
Notice that, both cross-modality fusing scheme and spa-
tial attention module enhance the results of baseline, which
demonstrates the contribution of each module. By simulta-
neously enforcing both modules, our method achieves the
best performance.

Comparison with State-of-the-art Methods
Since it is the first work of multi-modality Re-ID, we ex-
tend five state-of-the-art single modality Re-ID methods,
ABD-Net (Chen et al. 2019), OIM Loss (Xiao et al. 2017),
MLFN (Chang, Hospedales, and Xiang 2018), PCB (Sun
et al. 2018), and ABD-Net (Chen et al. 2019) by concat-
ing the deep features from each of the three modalities for
comparison.

As reported in Table 4, ABD-Net integrates the channel
aggregation and position awareness attention mechanisms,
while MuDeep and PCB consider the multi-scale or part-
level respectively for person Re-ID. They achieve remark-
able performance while handling multi-modality scenario.
However, they are still significantly inferior to the proposed
PFNet. Note that both mAP and ranking scores dramati-
cally decline in OIM Loss and MLFN. The main reason
is that, MLFN emphasizes on the semantic supervision on
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Figure 3: Evaluation results on diverse modality combina-
tions of the proposed PFNet comparing to the state-of-the-
art methods (in %).

RGBNT201
mAP rank-1 rank-5 rank-10

MuDeep 28.34 45.65 78.11 90.50
OIM Loss 13.80 23.58 57.14 74.85
MLFN 15.32 33.53 67.34 83.77
PCB 29.30 46.96 83.12 93.66
ABD-Net 24.30 45.61 80.12 91.29
Baseline 24.77 45.85 80.06 91.14
PFNet 31.76 54.59 87.06 95.49

Table 4: Experimental results of PFNet on RGBNT201
comparing with state-of-art methods while handling multi-
modality Re-ID (in %).

visual factors, which cannot be well deployed without ad-
ditional semantic annotations especially on infrared data.
Our PFNet significantly beats the prevalent methods, which
promises the effectiveness of the proposed PFNet while han-
dling multi-modality Re-ID task.

Evaluation on Cross-Modality Scenario
Followed by the data splitting protocol in cross-modality
dataset RegDB (Nguyen et al. 2017), we reconstruct our
RGBNT201 dataset for six cross-modal Re-ID scenarios be-
tween each two modalities, and evaluate two competitive
state-of-the-art methods TSLFN+HC (Zhu et al. 2020) and
DDAG (Ye et al. 2020).

As reported in Table 5, due to the heterogeneous issue and
huge challenges in RGBNT201, the two competitive cross-
modality methods result in stumbling performance, compar-
ing with the corresponding multi-modality results as shown
in Table 2. This verifies the significance of the new multi-
modality Re-ID problem and the effectiveness of the pro-

Missing TI_exi
Missing NI_exi

Missing NI-TI_exi

Missing TI_(exi+tra)
Missing NI_(exi+tra)

Missing NI-TI_(exi+tra)
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Figure 4: Experimental results of PFNet with diverse miss-
ing modality issues during testing (in %). When one or
two modalities are absent during the test, “ exi” directly
trains and tests on the existing/available modalities. While
“ (exi+ tra)” introduces the cross-modality transfer in the
training thus can use both the existing and the transferred
missing modality features for the testing.

posed PFNet.

Evaluation on Modality Missing Issue
To capture the multi-modal complementary information
when some modalities are missing during the test, we evalu-
ate our method with diverse modality absences as explained
in Fig. 2. As reported in Fig. 4, comparing to directly train-
ing on existing modality data, our method can better capture
the multi-modality complementary and thus boost the per-
formance in diverse missing modality scenarios, especially
in while both NI and TI modalities are missing, which veri-
fies the effectiveness of the proposed PFNet while handling
the missing modality issue.

Evaluation on Diverse Modality Scenarios
To evaluate the effectiveness of the proposed PFNet while
handling multi-modality Re-ID task, we further compare

Method RGBNT201
mAP Rank-1 Rank-5 Rank-10

TSLFN+HC

RGB to TI 15.69 11.28 25.82 37.09
TI to RGB 16.58 13.04 33.82 45.65
RGB to NI 22.57 26.41 43.92 51.63
NI to RGB 22.00 18.36 41.06 57.97
TI to NI 16.29 14.01 29.95 43.48
NI to TI 16.98 11.87 29.97 39.17

DDAG

RGB to TI 18.07 18.40 29.38 36.20
TI to RGB 17.03 15.46 28.99 40.34
RGB to NI 29.47 35.01 51.63 65.88
NI to RGB 30.64 34.54 56.76 68.36
TI to NI 12.81 11.59 25.12 34.78
NI to TI 12.27 9.79 22.55 32.64

Table 5: Results of state-of-art cross-modality methods on
RGBNT201 (in %).
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PFNet with the state-of-the-art methods on diverse modal-
ity combinations, including single modality, two-modality
and three modality scenarios, as shown in Fig. 3. i) Gener-
ally, speaking, integrating NI (RGB-NI) or TI (RGB-TI) or
both (RGB-NI-TI) improves the untenable performance in
RGB modality, which verifies the contribution of our multi-
modality sources. ii) Some methods declines after introduc-
ing the infrared modalities, such as OIM Loss in both mAP
and rank-1 scores and ABD-Net in mAP in RGB-NI and
RGB-TI comparing to th single modality scenarios. And the
rank-1 of PCB in RGB-NI-TI scenario comparing to RGB-
TI scenario. By contrast, our PFNet consistently improves
both mAP and rank-1 scores by a large margin in both two
and three modality scenarios. This reveals the effectiveness
of the proposed fusing scheme for multi-modality Re-ID.

Conclusion
To our best knowledge, this is the first work to launch RGB-
NI-TI multi-modality person Re-ID problem. We have pro-
posed a novel feature aggregation method, PFNet, to pro-
gressively fuse the multi-modality information for person
Re-ID, which can better leverage the complementary infor-
mation in multi-spectral resources for real-life applications.
Meanwhile, we have contributed a new benchmark RGB-
NI-TI dataset named RGBNT201 for multi-modality person
Re-ID at the first time. We further explore the multi-modal
complementarity by simply adjusting the training and test-
ing schemes for the missing modality issue. Comprehensive
experimental evaluation on proposed RGBNT201 demon-
strate the promising performance of the proposed PFNet
while handling multi-modality Re-ID task. At last, extensive
results evidence that the fusing scheme significantly affect
the performance of multi-modality Re-ID task, which turns
to be the key research emphasis for our future plan.
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