Abstract—Vehicle re-identification (Re-ID) is a crucial task in smart city and intelligent transportation, aiming to match vehicle images across non-overlapping surveillance camera scenarios. However, the images of different vehicles may have small visual discrepancies when they have the same/similar attributes, e.g., the same/similar color, type, and manufacturer. Meanwhile, the images from a vehicle may have large visual discrepancies with different states, e.g., different camera views, vehicle viewpoints, and capture time. In this paper, we propose an attribute and state guided structural embedding network (ASSEN) to achieve discriminative feature learning by attribute-based enhancement and state-based weakening for vehicle Re-ID. First, we propose an attribute-based enhancement and expanding module to enhance the discrimination of vehicle features through identity-related attribute information, and we design an attribute-based expanding loss to increase the feature gap between different vehicles. Second, we design a state-based weakening and shrinking module, which not only weakens the state information that interferes with identification but also reduces the intra-class feature gap by a state-based shrinking loss. Third, we propose a global structural embedding module that exploits the attribute information and state information to explore hierarchical relationships between vehicle features, then we use these relationships for feature embedding to learn more robust vehicle features. Extensive experiments on benchmark datasets VeRi-776, VehicleID, and VERI-Wild demonstrate the superior performance and generalization of the proposed method against state-of-the-art vehicle Re-ID methods. The code is available at https://github.com/ttaalle/fast_assen.

Index Terms—Vehicle re-identification, attribute-based enhancement, state-based weakening, global structural embedding.

I. INTRODUCTION

VEHICLE Re-identification (Re-ID) aims to identify vehicle images from the gallery images captured from non-overlapping surveillance cameras that share the same identity as the given probe vehicle. It is an active and challenging task and has drawn much attention due to its wide applications in social security, smart city, and intelligent transportation. The blossom of Deep Convolutional Neural Network (DCNN) has witnessed recent breakthroughs in vehicle Re-ID. However, it still faces two severe challenges. 1) The large intra-class discrepancy among the same vehicle images under different states, e.g., different camera views, vehicle viewpoints, and capture time as shown in Fig. 1 (a) and (b). 2) The small inter-class discrepancy among different vehicles especially when sharing the same/similar attributes, e.g., the same/similar color, type, and manufacturer as shown in Fig. 1 (b), (c) and (d).

Recent efforts have provided various solutions while handling the above challenges. Representative approaches fall into five categories: 1) Global feature based methods [1], [2], [3], [4], [5], [6], which aim to extract the global hand-crafted/deep features of vehicle images by specific metric learning methods. However, global feature based methods are generally hard to capture the intra-class discrepancy and inter-class similarity since only the appearance of vehicle images are considered. 2) Path-based methods [7], [8], [9] usually adopt spatial-temporal information to remove unreasonable vehicles for refining the retrieval results in the inference stage. However, the appearance changes of the vehicle due to spatial-temporal changes are ignored in the learning stage of vehicle features. 3) Viewpoint-based methods [10], [11], [12], which aim to handle viewpoint changes and learn multi-view features via metric learning for vehicle Re-ID. Meanwhile, some viewpoint-based methods [13], [14] generate hard negative cross-view and same-view images for more robust training with a Generative Adversarial Network (GAN) [15]. Although these viewpoint-based methods significantly reduce the intra-class difference, they ignore the intrinsic state factors of vehicles (e.g., camera views and capture time) and overlook the challenge of the subtle inter-class discrepancy. 4) Local information enhancement methods [16], [17], [18], [19], [20], [21] usually provide some stable discriminative cues to increase the inter-class discrepancy for vehicle Re-ID. However, local region extraction models usually require a large amount of annotated data which are time and labor consuming. Furthermore, the forthcoming Re-ID model may be sensitive
to the inaccurate part extraction. 5) Attribute-based methods, which use attribute labels to constrain identity features [22], or directly concatenating [23] or summing weighted [24], [25] identity features and attribute features to boost the Re-ID task. Generally speaking, path-based and viewpoint-based methods devote to reduce the impact of identity-unrelated information on vehicle Re-ID, while local information enhancement and attribute-based methods aim to enhance the identity-related information to improve the Re-ID task. In this work, we argue to simultaneously enhance the identity-related and weaken the identity-unrelated information.

In vehicle Re-ID, first, the images of different vehicles with similar attributes share a similar visual appearance (as shown in Fig. 1 (b, c, d)). This results in smaller distances between different vehicles in the feature space (as shown in Fig. 1 (f)), which is the key reason of inter-class similarity in vehicle Re-ID. Therefore, we argue that the feature gap of different vehicle images can be increased by enhancing their inter-class difference. For example, the feature distance between manufacture KIA and manufacture Benz is enlarged to force the feature distance between vehicle “b” and vehicle “d” to be greater. In the same way, our state-based weakening and shrinking module is designed to shrink the state and re-weight state features to the vehicle features to weaken the intra-class difference. For example, the feature distance between camera 139 and camera 79 is reduced to force the feature distance between vehicle “b” and vehicle “a” to be smaller. Therefore our attribute-based enhancement and state-based weakening framework can cluster images from the same vehicle compactly and enhance the discrimination between different vehicles.

Additionally, the deep metric learning methods, which utilize distance metric loss (e.g., contrastive loss [29] and triplet loss [5]) rather than cross-entropy loss [29], aim to learn a deep feature embedding space by enforcing the distance between positive pairs smaller than that of negative pairs during learning. However, most exiting metric learning methods only focus on the appearance, which ignores the hierarchical structural relationships caused by the states and attributes. Concretely, different vehicle instances with similar appearance can be further distinguished based on their attribute diversity. Therefore it is effective to consider this relationship to increase the inter-class feature distance as shown in Fig. 2. Meanwhile, the images of the same vehicle instance with large appearance changes can be further recognized by their state information. Therefore, it is useful to decrease the intra-class feature distance between easy and hard positive samples as shown in Fig. 2. Herein, we propose a global structural embedding module for all vehicle images to cluster images from the same vehicle compactly and enhance the discrimination between different vehicles guided by their state discrepancy, instance discrepancy and attribute discrepancy.

In this work, we propose an attribute and state guided structural embedding network (ASSEN) towards enlarging the distance of vehicle inter-class features by all available vehicle images from the same vehicle compactly and enhance the discrimination between different vehicles.
attributes and reducing the distance of vehicle intra-class features by all available vehicle states. First, we construct an attribute-based enhancement and expanding module to obtain vehicle features enhanced by multiple attributes and design an attribute-based expanding loss to increase the vehicle inter-class gap. Then, we propose a state-based weakening and shrinking module to force the learned vehicle features to weaken state information that interferes with identity and design a state-based shrinking loss to reduce the vehicle intra-class gap. The above two modules encourage our ASSEN to be more focused on its identity-related information rather than identity-unrelated information. Finally, we construct a global structural embedding module to encourage vehicle features to have a global structure related to instance discrepancy, state discrepancy and attribute discrepancy, which can bring hierarchical relationships into the feature embedding to obtain more discriminative vehicle features.

The contributions of this paper can be summarized as follows.

- We design an attribute-based enhancement and expanding module to obtain vehicle features enhanced by multiple attributes. Compare with previous attribute-based Re-ID methods, which use attribute labels to constrain identity features [22], or directly concatenating [23] or summing weighted [24], [25] identity features and attribute features to boost the Re-ID task. Our method utilizes the response relationship between attribute feature and identity feature to highlight the foreground area of the vehicle and expand the subtle differences between the same attribute.

- We propose a state-based weakening and shrinking module to weaken the influence of state information and reduce the state change of the same vehicle. Different from previous work, we further divide the common attribute information into identity-related information and identity-unrelated information. Our key idea is to simultaneously enhance the identity-related and weaken the identity-unrelated information in a unified framework.

- We propose a global structural embedding module to consider hierarchical relationships related to instance discrepancy, state discrepancy and attribute discrepancy in the feature embedding to learn larger weights for hard negative (positive) samples with similar attributes (sharing different states). Existing metric learning methods only consider a small number of samples, or equally treat all samples. Our method adaptively assigns different weights to each sample pair.

- Comprehensive experiments on three large-scale vehicle Re-ID benchmark datasets with or without state and attribute information confirm the effectiveness and generalization of the proposed model.

II. RELATED WORK

We briefly review the related works in the following two folds, i.e., vehicle Re-ID and deep metric learning.

A. Vehicle Re-Identification

Due to wide applications in video surveillance and social security, the vehicle Re-ID task has gained more and more attention in recent years. Liu et al. [4] present a deep relative distance learning method to extract both model and instance differences. Features from the model and instance are concatenated to learn the final vehicle feature with vehicle labels. Liu et al. [30] fuse color, texture, and deep features for vehicle Re-ID. They show that deep features outperform the others and feature fusion improves the Re-ID performance. Yan et al. [31] model the relationship of vehicle images as a multi-grain list to discriminate appearance-similar vehicles. By introducing multi-grain relationships, they force the deep model to learn the more discriminative feature between different grains over many images. Liu et al. [7] propose a spatial-temporal relation model to re-rank vehicles to further improve the final results of vehicle Re-ID. Shen et al. [8] investigate spatial-temporal association for effectively regularizing vehicle Re-ID results. The spatial-temporal information along the candidate path is effectively incorporated to estimate the validness confidence of the path. Wang et al. [32] embed the spatial-temporal regularization into the orientation invariant module for vehicle Re-ID. With spatial-temporal regularization, the log-normal distribution is adopted to model the spatial-temporal constraints and the retrieval results can be refined.

Different from the above global feature based methods and path-based methods, He et al. [17] investigate vehicle local regions to learn part-regularized features for vehicle Re-ID. Khorramshahi et al. [18] present a dual-path adaptive attention model, to capture key-points related to parts for vehicle Re-ID. Meng et al. [19] propose a part perspective transformation on feature space to transform the deformed region to a unified perspective. Liu et al. [21] adopt the graph convolutional networks (GCNs) [33] to model the correlation among parts for vehicle Re-ID. However, the part-based approaches need additional part annotations, which takes extra costs. A part prediction network is also needed, which involves more training procedures and complicates the feature extraction model. In addition, identity-related part information is easily disturbed by identity-unrelated information, such as vehicle viewpoints.

To handle the viewpoint variation issue in vehicle Re-ID, Sochor et al. [34] learn a 3D orientation vector embedded into the feature map for vehicle recognition. They show that orientation information can decrease classification error and boost verification average precision. Zhou et al. [35] generate the opposite side features to handle the viewpoint problem. Zhou et al. [13] propose a viewpoint aware network that integrates features from viewpoint-based feature extractors with a GAN to create cross-view features for vehicle Re-ID. Zhou et al. [10] exploit the great advantages of DCNN and Long Short-Term Memory (LSTM) [36] to learn transformations across different viewpoints of vehicles. Lou et al. [14] propose an embedding adversarial learning network (EALN) to generate hard negative cross-view and same-view images for more robust training in vehicle Re-ID. Jin et al. [11] propose an Uncertainty-aware Multi-shot Teacher-Student
(UMTS) Network to exploit the comprehensive information of multi-view of the same vehicle for effective vehicle Re-ID. However, it is difficult to resolve the challenge of vehicle inter-class similarity with these viewpoint learning methods. Most of existing methods only reduce intra-class discrepancy by state (spatial-temporal, viewpoint) information or increase inter-class discrepancy by part information individually, while ignoring the global structural relationship related to states and attributes. We propose an attribute-based enhancement and state-based weakening framework, aiming to explore the global structural relationship to increase the inter-class discrepancy and simultaneously reduce the intra-class discrepancy.

B. Attribute-Based Re-Identification

Recent works in person Re-ID [24], [37], [38], [39] adopt person attributes, such as gender and hair length, as important traits to recognize pedestrians. Khamis et al. [37] jointly learn a discriminative projection to a joint appearance-attribute subspace, by effectively leveraging the interaction between attributes and appearance for person Re-ID. Su et al. [38] propose a weakly supervised multi-type attribute learning framework based on the triplet loss by pre-training the attributes predictor on independent data. Lin et al. [24] simultaneously learn Re-ID embedding and pedestrian attributes, by sharing the same backbone and owning classification FC layers respectively. Sun et al. [39] train two different models for attribute and identity recognition tasks and concatenate two branches to one identity vector for Re-ID.

In vehicle Re-ID, Zheng et al. [25] propose a deep network architecture guided by meaningful attributes, including vehicle viewpoints, types, and colors, for vehicle Re-ID. Zhao et al. [23] collect a new vehicle dataset with 21 classes of structural attributes and proposed a region of interest (ROI)-based vehicle Re-ID method. Qian et al. [22] propose a two-branch stripe-based and attribute-aware deep convolutional neural network (SAN) to learn the efficient feature embedding for vehicle Re-ID task. However, both attributes and vehicle images face challenges caused by appearance changes. Different from previous work, we further divide the common attribute information into identity-related information (named attributes, such as color and type) and identity-unrelated information (named states, such as viewpoint and camera). Our key idea is to simultaneously enhance the identity-related and weaken the identity-unrelated information in a unified framework.

C. Deep Metric Learning

Deep metric learning aims to learn a deep feature embedding space, in which the samples of a same class are close to each other and the samples of different classes are far away. There are two fundamental types of loss functions for deep metric learning, i.e., the contrastive loss [29] and the triplet loss [5], which have been widely used in both person and vehicle Re-ID [40], [41], [42], [43]. However, the conventional contrastive loss or triplet loss based deep metric learning often suffers from slow convergence and poor local optima, since only a few samples are considered in each training batch.

There emerge many advances in more robust deep metric learning recently. Chen et al. [44] design a quadruplet loss to enforce a larger inter-class variation and a smaller intra-class variation compared to the triplet loss. Sohn et al. [45] propose an n-pair loss to generalize triplet loss by allowing joint comparison among more than one negative example. He et al. [46] propose a triplet-center loss to learn a center for each class to enhance the discriminative power of the features. Ustinova et al. [47] propose a listwise loss to estimate two distributions of similarities between positive (matching) and negative (non-matching) pairs. Wang et al. [48] propose a ranked list loss to rank all positive points before the negative points and force a margin between them. Liu et al. [49] propose a Group-Group Loss (GGL) to accelerate the intra-group and inter-group feature learning and promote the discriminative ability. Wu propose [50] a margin loss that relaxes unnecessary constraints from traditional contrastive loss and enjoys the flexibility of the triplet loss. However, all the images in positive/negative pairs are treated equally in existing metric learning approaches, which ignore the hierarchical relationships between vehicles. In this paper, we propose a global structural embedding loss to cluster images from the same vehicle compactly and enhance the discrimination between different vehicles guided by their state discrepancy, instance discrepancy and attribute discrepancy.

III. METHOD

To reduce the intra-class distance of vehicles and increase the inter-class distance of vehicles, we propose an Attribute and State guided Structural Embedding Network (ASSEN). It mainly consists of three modules: attribute-based enhancement and expanding, state-based weakening and shrinking, global structural embedding.

A. Baseline

In this work, our goal is to use the easily obtainable state and attribute information in real-world scenes together with the vehicle ID information to learn the discriminative vehicle identity features. Formally, we denote a vehicle input as \( I = \{ (x, y^id, y^at|_{i=1}, y^st|_{j=1}) \}_{i=1}^{N} \), where \( x \) and \( y^id \) denote the input training vehicle image and its associated vehicle identity label. \( y^at \) and \( y^st \) denote the \( i \)-th attribute label and the \( j \)-th state label of the image \( x \) respectively. \( M \) and \( N \) are the numbers of attribute and state respectively. It’s worth noting that, attribute/state labels are not essential during the training since we can use the pre-trained attribute/state branches when the attribute/state labels are absent.

Given a deep backbone network \( F(·; \theta) \) with the input image \( x \in R^{W\times H\times C} \), where \( \theta \) represents the learnable parameters of the network. We adopt ResNet-50 [51] without final down-sampling as the backbone model followed by the state-of-the-art vehicle Re-ID methods, such as UMTS [11], PPT [19], FastReID [52], which is also a common setting in person Re-ID methods after PCB [53]. The corresponding vehicle feature tensor encoded by the network is denoted as \( T = F(x; \theta) \in R^{W\times H\times C} \). Then the identity classification
(cross-entropy) loss $\mathcal{L}_{ce}^{id}$ is in the form of,

$$\mathcal{L}_{ce}^{id} = -y^{id}\log(FC(GAP(T))),$$

where $GAP$ denotes a global average pooling operation, and $FC$ denotes a Full Connected layer that predicts the result of classification. In this paper, we regard ResNet-50 with $\mathcal{L}_{ce}^{id}$ as our baseline.

### B. Attribute-Based Enhancement and Expanding (AEE) Module

Different from the previous attribute-based Re-ID methods [22], [23], [24], [25], which boost Re-ID tasks by concatenating or weighting attribute features. On the one hand, our AEE module hopes to enhance the image area corresponding to the attribute to improve the feature learning ability of a single sample. On the other hand, our AEE module hopes to expand the distribution of attributes to increase the inter-class distance of samples within a batch.

To obtain the attribute information of the vehicle, we transform the vehicle feature tensor into the vehicle attribute feature tensor. The $i$-th attribute feature tensor $T_i^{at} \in \mathbb{R}^{w \times h \times c}$ can be formulated as:

$$T_i^{at} \mid_{i=1}^M = \text{ReLU}(BN(\text{conv}_{ij}^{1 \times 1}(T))),$$

where $\text{conv}_{ij}^{1 \times 1}$ denotes $1 \times 1$ convolutional operation about the $i$-th attribute, $BN$ denotes a Batch Normalize operation, and ReLU denotes Rectified Linear Unit. $\text{conv} + BN + \text{ReLU}$ composes of a common convolutional block in DCNN.

Then the attribute classification loss $\mathcal{L}_{ce}^{at}$ is in the form of,

$$\mathcal{L}_{ce}^{at} = -\sum_{i=1}^M y_i^{at}\log(FC(GAP(T_i^{at})),$$

where $M$ is the number of attributes, $y_i^{at}$ denotes the $i$-th attribute label of the image $x$.

The attribute tensor will be constrained by the cross-entropy loss and the ground-truth attribute label. Our purpose here is to use attribute labels to enable the output of vehicle features to be guided by multiple attributes. The enhanced tensor can be expressed as:

$$T^e = \frac{1}{M} \sum_{i=1}^M T \odot \text{Sigmoid}(T_i^{at}),$$

where $T^e \in \mathbb{R}^{w \times h \times c}$ denotes the attribute enhanced tensor, the $\text{Sigmoid}$ function is used to control the value range of $T_i^{at}$ in the interval $[0, 1]$, and $\odot$ is the element-wise product. Similar to attention-based Re-ID methods [13], [54], [55], which aims to re-weight the convolutional output of DCNN as a feature combination. However, most of existing attention-based Re-ID methods lack the guidance of identity-related annotations and therefore fail to take advantage of the relationship among the identity, color, and type of the same vehicle. We argue that this intrinsic identity-related information is crucial in vehicle Re-ID.

The overall attribute-based enhancement procedure can be formulated as:

$$T' = T + \beta_1 T^e,$$

where $T'$ denotes the vehicle feature tensor after attribute-based enhancement operation, $\beta_1 = 0.05$ is a hyperparameter used to balance the original feature and the enhanced feature. We add the class activation maps (CAMs) [56] of the attribute (color and type) information, as shown in Fig. 3 (a, b). The color response map and type response map mainly respond to the foreground area related to the vehicle identity, which means that Eq. (5) tends to highlight the foreground area of the vehicle image.

In addition to attribute-based enhancement, we further propose an attribute expanding operation to increase the inter-class attribute discrepancy. The global average pooling (GAP) is used to transfer the $i$-th attribute tensor $T_i^{at} \in \mathbb{R}^{w \times h \times c}$ into the $i$-th attribute feature vector $f_i^{at} \in \mathbb{R}^c$. First, we calculate the $i$-th attribute standard deviation, which can be formulated as: $D_i^{at} = \text{std}(f_i^{at}, \bar{f}_i^{at})$, where $f_i^{at} = GAP(T_i^{at})$ denotes the $i$-th attribute feature vector about each image in a batch. $\bar{f}_i^{at}$ denotes the $i$-th attribute mean vector about the whole batch-size. Our purpose here is to expand the feature distribution of the attribute under the premise of attribute classification, thereby increasing the inter-class attribute discrepancy. The attribute-based expanding loss can be formulated as:

$$\mathcal{L}_{ae} = \mathcal{L}_{ce}^{at} + \frac{1}{M} \sum_{i=1}^M \frac{1}{1 + \exp(D_i^{at})}.$$  

If there exist two samples that share the same color (or type) in a batch, their color (or type) feature distance will become larger under the premise of classification.

### C. State-Based Weakening and Shrinking (SWS) Module

Although attribute-based enhancement and expanding (AEE) module can enhance the inter-class difference by vehicle identity-related attribute information. These identity-related attribute information may be indistinguishable due to diverse state (e.g., camera views, vehicle viewpoints, capture time) changes. We argue that merely enhancing identity-related information is not sufficient for Re-ID, weakening the state information that interferes with identification is also crucial for vehicle Re-ID. Herein, we further consider weakening state information to reduce the intra-class feature gap for vehicle Re-ID.

The $j$-th state feature tensor $T_j^{st} \in \mathbb{R}^{w \times h \times c}$ can be formulated as:

$$T_j^{st} \mid_{i=1}^N = \text{ReLU}(BN(\text{conv}_{ij}^{1 \times 1}(T))),$$

where $\text{conv}_{ij}^{1 \times 1}$ denotes $1 \times 1$ convolutional operation about the $j$-th state. Then the state classification loss $\mathcal{L}_{ce}^{st}$ is in the form of,

$$\mathcal{L}_{ce}^{st} = -\sum_{j=1}^N y_j^{st}\log(FC(GAP(T_j^{st}))),$$

where $N$ is the number of states, and $y_j^{st}$ denotes the $j$-th state label of the image $x$.

The state tensor will be constrained by the cross-entropy loss and the ground-truth state labels. Our goal is to make the
learned vehicle feature tensor $T$ alleviate the interference of multiple states as much as possible. The weakened tensor can be expressed as:

$$T^w = \frac{1}{N} \sum_{i=1}^{N} T \odot \text{Sigmoid}(T_i^j), \quad (9)$$

where $T^w \in R^{w \times h \times c}$ denotes the state weakened tensor, the Sigmoid function is used to control the value range of $T_i^j$ to $[0, 1]$, and $\odot$ is the element-wise product.

The overall state-based weakening procedure can be formulated as:

$$T'' = T' - \beta_2 T^w, \quad (10)$$

where $T''$ denotes the vehicle feature tensor after state-based weakening operation, $T'$ denotes the vehicle feature tensor after attribute-based enhancement operation, $\beta_2 = 0.05$ is a hyperparameter used to balance the original feature and the state weakened feature. We add the class activation maps (CAMs) [56] of the state (camera and viewpoint) information as shown in Fig. 3 (c, d). The camera response map and viewpoint response map mainly respond to the background area of the vehicle image. Therefore Eq. (10) can suppress the background area of the vehicle image.

In addition to designing a state-based weakening procedure, we also added a state-based shrinking operation to reduce the intra-class state discrepancy. The global average pooling (GAP) is used to transfer the $j$-th state feature vector $f_j^i \in R^c$ into the $j$-th state standard deviation, which can be formulated as:

$$D_{j}^i = \text{std}(f_j^i, \bar{f}_j^i),$$

where $f_j^i = \text{GAP}(F_j^i)$ denotes the $j$-th state feature vector about each image in a batch, $\bar{f}_j^i$ denotes the $j$-th state mean vector about the whole batch-size. Our purpose here is to shrink the feature distribution of the state, thereby reducing the intra-class state discrepancy under the premise of state classification. The state-based shrinking loss can be formulated as:

$$\mathcal{L}_{ss} = \mathcal{L}_{ce} + \frac{1}{N} \sum_{j=1}^{N} \frac{\exp(D_j^i)}{1 + \exp(D_j^i)}, \quad (11)$$

If there exists one sample from different cameras (or viewpoints) in a batch, their camera (or viewpoint) feature distance will become smaller under the premise of classification.

D. Global Structural Embedding (GSE) Module

After attribute-based enhancement and state-based weakening operations, we can obtain a final vehicle feature tensor
where $\tilde{d}_{ij}^M = d_{ij}^M + \epsilon$, $\epsilon = 0.000001$ is a small value to avoid zero denominators, $d_{ij}^M$ is the mean Euclidean distance of the states between two positive samples in a batch. $exp(-\frac{1}{d_{ij}^M})$ can be considered as a gradient magnitude of positive embedding, which means that our GSE module encourages positive samples with larger state differences to obtain greater gradient magnitude.

The state and attribute guided global structural embedding loss is:

$$L_{gse} = S_i y_{ij} \max(d_{ij} - l, 0) + W_{ij}(1 - y_{ij}) \max(u - d_{ij}, 0),$$

where $S_i = \exp(-\frac{1}{d_{ij}^M})$ and $W_{ij} = \exp(-d_{ij}^M)$ construct a global structure for the whole batch-size vehicle images. If $S_i = W_{ij} = 1$, $L_{gse}$ is equivalent to margin loss [50]. $S_i \in [0, 1]$ and $W_{ij} \in [0, 1]$ can be regarded as state-related weights and attribute-related weights respectively.

In GSE module, the designed loss can be explained as giving larger weights for hard negatives and positives. Note that the attribute and state features are imposed into the loss function. The corresponding gradients are as following:

$$\|\frac{\partial L_{gse}^-}{\partial f_{ij}}\|^2 = \exp(-d_{ij}^M)(u - d_{ij}), \text{ if } y_{ij} \neq y_j,$$

$$\|\frac{\partial L_{gse}^+}{\partial f_{ij}}\|^2 = \exp(-1/d_{ij}^M)(d_{ij} - l)/(\tilde{d}_{ij}^M * \tilde{d}_{ij}^M), \text{ else},$$

which means that our GSE module encourages negative samples with smaller instance differences and attribute differences to obtain greater gradient magnitude of the attribute. Even if two negative samples have the same attributes, the gradient still exists as $\|\frac{\partial L_{gse}^-}{\partial f_{ij}}\|^2 = (u - d_{ij})$. Homologous, our GSE module encourages positive samples with larger instance differences and state differences to obtain greater gradient magnitude of the state, until the distance between the positive samples is less than the lower boundary.

To reduce hand-tuned hyperparameters, we reconsider the goals of attribute-based expanding and state-based shrinking, and design a new loss function $L_{aess}$ to replace the original loss function $L_{aee}$ and $L_{ass}$. Mathematically,

$$L_{aess} = \alpha L_{aee}^t + L_{ce}^t + \frac{1}{N} \sum_{j=1}^{N} exp(D_{ij}^t) + \frac{1}{M} \sum_{i=1}^{M} exp(D_{i}^t)$$

where $\alpha = \frac{2}{M+N}$ is an adaptive parameter inversely proportional to the number of annotations. $D_{ij}^t$ ($D_{i}^t$) represents the $i$-th attribute ($j$-th state) standard deviation. Under the premise of attribute/state classification, the attribute difference of all samples is enlarged, while the state difference is reduced. The final objective function for our ASSEN model rewrite as:

$$L_{total} = L_{ce}^t + L_{aess} + \eta L_{gse},$$

where only $\eta$ is used to balance the classification learning and metric learning.
IV. EXPERIMENT

To validate the superiority of the proposed Attribute and State guided Structural Embedding Network (ASSEN) method, it is compared with state-of-the-art vehicle Re-ID approaches on three large-scale databases.

A. Datasets

VeRi-776 dataset [7] consists of 49357 images of 776 distinct vehicles captured in 20 non-overlapping cameras with various orientations and lighting conditions, where 576 identities with 37778 images and 200 identities with 11579 images are assigned as training and testing respectively. Furthermore, 1678 images from 200 identities have been selected as the queries from the testing set. The original VeRi-776 [7] contains the labels of the vehicle IDs, camera IDs, color IDs and type IDs, while Zheng et al. [25] have annotated the viewpoint information, including front, front_side, side, rear_side, and rear. We use two kinds of state information (camera, viewpoint) and two kinds of attribute information (color, type) in VeRi-776 dataset [7].

VERI-Wild dataset [6] is a newly released dataset. Different from VeRi-776 [7] captured at day, VERI-Wild [6] are captured at both day and night. The training subset consists of 277797 images of 30671 vehicles. Besides, there are three different scale testing subsets, i.e., Test3000 (Small), Test5000 (Medium), and Test10000 (Large). Except for vehicle ID information, VERI-Wild [6] contains various labels of camera, color, type, manufacturer annotations. Furthermore, we have annotated the time labels according to the acquisition hour of each image. For example, the image captured at 22:15:29 is annotated as 22, and there are 24 time IDs in total. We use two kinds of state information (camera, time) and three kinds of attribute information (color, type, manufacturer) in VERI-Wild dataset [6].

VehicleID dataset [4] is composed of 221567 images from 26328 unique vehicles. Half of the identities, i.e., 13164, serves for training while the other half for testing evaluation. There are 6 testing splits with various gallery sizes as 800, 1600, 2400, 3200, 6000, and 13164. Following the protocol in [14], [18], and [17], we use the first three splits Test800 (Small), Test1600 (Medium) and Test2400 (Large) for testing. This procedure is repeated ten times and the averaged metrics. Note that VehicleID [4] only contains ID information without any attribute or state information. Therefore, we use the attribute and state branch parameters pre-trained on VERI-Wild [6] to obtain state and attribute information for VehicleID [4].

B. Evaluation Metrics

Following the general evaluation protocols in the Re-ID field [1], [53], [57], the Rank-1 identification rate (R-1), Rank-5 identification rate (R-5), and mean average precision (mAP) are used as performance metrics. Rank-score is an estimation of finding the correct match in the Rank-K returned results. The mAP is a comprehensive index that considers both the precision and recall of the results. To evaluate the stability of our model, we train the model in 10 random trials on each dataset and take the average result as our performance. The corresponding standard deviation values are updated in Table I - IV.

C. Implementation Details

1) Network Architecture: We adopt ResNet-50 [51] as the backbone model in our experiments. In our implementation, all the input images are resized to $W \times H \times C = 256 \times 256 \times 3$. Follow [53], we remove the last spatial down-sampling operation in ResNet-50 [51]. After the backbone model, the size of the feature tensor is $w \times h \times c = 16 \times 16 \times 2048$. For classifiers, we use a batch normalization layer [58] and a fully connected layer followed by a softmax function. For data augmentation, the images are augmented with random horizontal flipping, padding 10 pixels, random cropping, and
TABLE III
Comparison Results on mAP of Our Method Against the State-of-the-Art Methods on VeRi-Wild Dataset (in %)

<table>
<thead>
<tr>
<th>Methods</th>
<th>Small</th>
<th>Medium</th>
<th>Large</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Softmax [7]</td>
<td>22.6</td>
<td>24.7</td>
<td>17.6</td>
<td>ECCV 2016</td>
</tr>
<tr>
<td>(1) HCC [61]</td>
<td>29.1</td>
<td>24.8</td>
<td>18.3</td>
<td>ICCV 2017</td>
</tr>
<tr>
<td>Unaligned-GAN [62]</td>
<td>29.9</td>
<td>24.7</td>
<td>18.2</td>
<td>ICCV 2017</td>
</tr>
<tr>
<td>GSTI [41]</td>
<td>31.4</td>
<td>26.2</td>
<td>19.5</td>
<td>TMM 2018</td>
</tr>
<tr>
<td>FDAA-Net [6]</td>
<td>35.1</td>
<td>29.8</td>
<td>22.8</td>
<td>CVPR 2019</td>
</tr>
<tr>
<td>FastReID [52]</td>
<td>81.9</td>
<td>75.7</td>
<td>66.7</td>
<td>arXiv 2020</td>
</tr>
</tbody>
</table>

(3) UMTS [11]         | 72.7  | 66.1   | 54.2   | AAAI 2020 |

(4) AAVER [18]        | 62.2  | 53.7   | 41.7   | ICCV 2019 |

| PPT [19]             | 74.2  | 67.5   | 59.3   | MM 2020   |
| ASSEN                 | 80.6±0.2 | 74.5±0.1 | 66.4±0.1 | Ours |
| i;Fast_ASSEN          | 84.3±0.3 | 78.7±0.2 | 70.1±0.1 | i;Ours |

TABLE IV
Comparison Results on Rank Score of Our Method Against the State-of-the-Art Methods on VeRi-Wild Dataset (in %)

<table>
<thead>
<tr>
<th>Methods</th>
<th>Small</th>
<th>Medium</th>
<th>Large</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>GoogLeNet [3]</td>
<td>57.2</td>
<td>75.1</td>
<td>53.2</td>
<td>71.1</td>
</tr>
<tr>
<td>Triplet [5]</td>
<td>44.7</td>
<td>63.3</td>
<td>40.3</td>
<td>59.0</td>
</tr>
<tr>
<td>Softmax [7]</td>
<td>53.4</td>
<td>75.0</td>
<td>42.2</td>
<td>69.9</td>
</tr>
<tr>
<td>DRDL [4]</td>
<td>57.0</td>
<td>75.0</td>
<td>51.9</td>
<td>71.0</td>
</tr>
<tr>
<td>HCC [61]</td>
<td>57.1</td>
<td>78.9</td>
<td>49.6</td>
<td>72.3</td>
</tr>
<tr>
<td>Unaligned-GAN [62]</td>
<td>58.5</td>
<td>79.6</td>
<td>51.6</td>
<td>74.4</td>
</tr>
<tr>
<td>GSTI [41]</td>
<td>60.5</td>
<td>80.1</td>
<td>52.1</td>
<td>74.9</td>
</tr>
<tr>
<td>FDAA-Net [6]</td>
<td>64.0</td>
<td>82.8</td>
<td>57.8</td>
<td>78.3</td>
</tr>
<tr>
<td>FastReID [52]</td>
<td>96.3</td>
<td>99.2</td>
<td>94.5</td>
<td>98.7</td>
</tr>
</tbody>
</table>

(3) UMTS [11]         | 64.8  | 79.3   | 72.8   |           |

(4) AAVER [18]        | 75.8  | 92.7   | 68.2   | 88.9      | 58.7       | 87.6       |

| PPT [19]             | 91.9  | 97.3   | 89.1   | 95.5      | 84.8       | 93.2       |
| ASSEN                 | 94.9±0.1 | 98.3±0.1 | 91.7   | 96.5      | 88.8       | 94.4       |

| i;Fast_ASSEN          | 97.1±0.1 | 99.7±0.1 | 95.6   | 99.2      | 93.9       | 98.4       |

random erasing [59]. The Adam optimizer [60] is used with a batch size of 64. We further evaluate our method on a stronger baseline FastReID [52]. Note that due to the GPU memory limitations, we implement FastReID [52] with the same batch-size as our method in 16 ids × 4 imgs for fair comparison. The new architecture is named Fast_ASSEN in the experiments.

2) Hyper Parameters: In Attribute-based Enhancement and Expanding (AEE) module, β₁ is used to balance the original tensor and the enhanced tensor and set as 0.05. In State-based Weakening and Shrinking (SWS) module, β₂ is used to balance the original tensor and the weakened tensor and set as 0.05. In Global Structural Embedding (GSE) module, we empirically fix the upper and lower boundaries in the GSE module to 1 and 0.3, following the commonly used margin loss of 0.1. In the final objective function, the weight parameter η = 0.3. These hyperparameters will be discussed in detail in Table VI. We run our experiments on two Tesla P100 GPU with 16 GB RAM. Our model requires about 13.5 GB of RAM and 348 minutes of training time on VeRi-776 dataset [7]. The base learning rate is 3.5 × 10⁻⁴ and the learning rate decays to 3.5 × 10⁻⁵ and 3.5 × 10⁻⁶ at the 40-th epoch and the 70-th epoch respectively. Our model is trained in a total of 120 epochs.

3) Compared Methods: We compare our method with some state-of-the-art methods which mainly fall into four categories, namely global feature based methods: E.g., Bag-of-Words + Color Names (BOW-CN) [1], Local Maximal Occurrence (LOMO) [2], GoogLeNet [3], Fusion of Attributes and Color features (FACT) [30], Feature Distance Adversarial Network (FDAA-Net) [6], Deep Relative Distance Learning (DRDL) [4], Triplet [5], Softmax [7], Hard-aware Deeply Cascaded embedding (HDC) [61], Unaligned-GAN [62], Group-sensitive Triplet Embedding (GSTI) [41].

b) Path based methods: E.g., Orientation Invariant Feature Embedding (OIFE) [32], Siamese-CN + Path + LSTM (SCPL) [8], Null space base Fusion of Attribute and Color features (NuFACT) [9].

c) Viewpoint based methods: E.g., Viewpoint-aware Attentive Multi-view Inference (VAMI) [13], Embedding Adversarial Learning (EALN) [14], Uncertainty-aware Multi-shot Teacher-Student Network (UMTS) [11].

d) Local information enhancement methods: E.g., Region-aware deep Model (RAM) [16], Adaptive Attention Model for Vehicle Re-identification (AAVER) [18], Part-regularized Near-duplicate (PRN) [17], Part Perspective Transformation (PPT) [19].

e) Attribute based methods: E.g., Jointly learns Deep Feature representations, Camera Views, vehicle Types and Colors (DF-CVTC) [25], Two-branch Stripe-based and Attribute-aware Network (SAN) [22], Region of Interests-based Vehicle Re-identification (ROIVR) [23].

D. Comparison With State-of-the-Art Methods

1) Evaluation Results on VeRi-776: Table I reports the performance comparison of our method against the state-of-the-art methods on VeRi-776 dataset [7]. From which we can see, the local information enhancement method PPT [19] has higher performance on VeRi-776 [7] compared with the method UMTS [11] based on viewpoint learning. The reason may be because the viewpoint change of VeRi-776 [7] is not too drastic, challenges mainly come from similar vehicles. Compared with the method based on local information enhancement and viewpoint-based methods, our approach significantly beats the state-of-the-art methods as 81% and 96.9% on mAP and the Rank-1 respectively. Although the second-best method PPT [19] achieves 80.6% and 96.5% on mAP and Rank-1 respectively, PPT [19] propose a part perspective transform module to map key points related to part regions to a unified viewpoint on feature space. However, keypoint extraction usually requires a large amount of annotated data which is time and labor consuming, and inaccurate results of keypoint would affect the performance of vehicle Re-ID greatly. Our ASSEN significantly surpasses the most competitive attribute-based method SAN [22] by +8.8% and +3.6% in mAP and Rank-1 accuracies respectively. The key reason is SAN [22] only considers the enhancement of attributes while ignoring the state diversity. By jointly considering the enhancement of attributes, the weakening of states and the hierarchical relationships in the vehicle Re-ID network, our ASSEN learns more robust feature representation on VeRi-776 dataset [7] comparing to the state-of-the-art methods. Fast_ASSEN further boosts the performance in both mAP and ranking scores.
TABLE V
ABLATION STUDY ON VERI-776, VERI-WILD AND VEHICLEID (IN %)

<table>
<thead>
<tr>
<th>Variant</th>
<th>VeRi-776</th>
<th>Small</th>
<th>Medium</th>
<th>Large</th>
<th>VeRi-Wild</th>
<th>Small</th>
<th>Medium</th>
<th>Large</th>
<th>VEHICLEID</th>
<th>Small</th>
<th>Medium</th>
<th>Large</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a1) baseline (L_{ce})</td>
<td>74.3</td>
<td>94.8</td>
<td>85.0</td>
<td>78.6</td>
<td>81.3</td>
<td>74.6</td>
<td>79.6</td>
<td>72.0</td>
<td>72.3</td>
<td>89.5</td>
<td>64.3</td>
<td>84.9</td>
</tr>
<tr>
<td>(a2) + AEE</td>
<td>76.8</td>
<td>95.5</td>
<td>85.9</td>
<td>82.4</td>
<td>82.0</td>
<td>77.6</td>
<td>80.7</td>
<td>74.7</td>
<td>73.5</td>
<td>92.6</td>
<td>66.4</td>
<td>87.1</td>
</tr>
<tr>
<td>(a3) + SWS</td>
<td>77.3</td>
<td>95.2</td>
<td>86.1</td>
<td>79.5</td>
<td>83.0</td>
<td>75.4</td>
<td>81.4</td>
<td>72.2</td>
<td>75.6</td>
<td>90.3</td>
<td>69.6</td>
<td>85.2</td>
</tr>
<tr>
<td>(a4) + GSE</td>
<td>78.9</td>
<td>95.9</td>
<td>88.9</td>
<td>83.4</td>
<td>85.2</td>
<td>80.7</td>
<td>82.8</td>
<td>77.4</td>
<td>77.1</td>
<td>93.2</td>
<td>72.7</td>
<td>89.6</td>
</tr>
<tr>
<td>(a5) + AEE + SWS</td>
<td>78.3</td>
<td>95.6</td>
<td>87.0</td>
<td>82.6</td>
<td>83.8</td>
<td>79.2</td>
<td>81.3</td>
<td>76.6</td>
<td>76.9</td>
<td>93.5</td>
<td>71.8</td>
<td>89.9</td>
</tr>
<tr>
<td>(a6) + AEE + SWS + GSE</td>
<td>81.3</td>
<td>96.9</td>
<td>90.4</td>
<td>85.2</td>
<td>88.0</td>
<td>82.7</td>
<td>85.5</td>
<td>80.9</td>
<td>80.6</td>
<td>94.9</td>
<td>74.5</td>
<td>91.7</td>
</tr>
</tbody>
</table>

2) Evaluation Results on VehicleID: Table II shows the comparison results on VehicleID [4] on three different testing sets. The vehicle images in VehicleID [4] only contain two viewpoints, e.g., front and rear, which result in drastic viewpoint changes. As reported in Table II, the method UMTS [11] based on viewpoint learning has higher performance than the local information enhancement method PPT [19] on VehicleID [4] compared with VeRi-776 dataset [7]. This implies that it is necessary to consider joint learning from different viewpoints in VehicleID [4]. In addition to the viewpoint factor similar as UMTS [11], our ASSEN also considers the time factor and the camera factor, as well as the attribute information to enhance the discrimination ability. As shown in Table II, the Rank-1 accuracies of our approach improve 4.3%, 3.9% and 4.8% than UMTS. Note that our methods, ASSEN and Fast ASSEN, without any attribute and state annotation on VehicleID [4], still significantly beats the state-of-the-art attribute-based methods, especially comparing SAN [22] and ROIVR [23] with additional attribute annotations. This further verifies the generality of our method of leveraging the attribute and state information on more general scenarios.

3) Evaluation Results on VERI-Wild: As shown in Table III and Table IV, our ASSEN achieves competitive results on all of the testing subsets on the VERI-Wild dataset [6]. Specifically, the Rank-1 accuracies of our approach achieve 94.9%, 91.7% and 88.8% on Test3000 (small), Test5000 (middle) and Test10000 (large) respectively, which improve 3.0%, 2.6% and 4.0% than the second-best method PPT [19]. Meanwhile, the mAP of our method achieve 80.6%, 74.5% and 66.2% on Test3000 (small), Test5000 (middle) and Test10000 (large) respectively, which improve 6.4%, 7.0% and 6.9% than the second-best method PPT [19]. The data size of VERI-Wild dataset [6] is about 6 times that of VeRi-776 dataset [7]. Although our Re-ID performance is very close to PPT [19] on VeRi-776 [7], our performance on VERI-Wild dataset [6] is much higher than that of PPT [19], which implies the promising performance in potential large-scale applications. Integrating our method into FastReID [52] consistently improves the performance both mAP and ranking scores.

E. Ablation Study

1) Component Study: To verify the contribution of the components in our model, we implement several variants of our method on the three datasets, as reported in Table V. Our baseline is ResNet-50 with L_{ce}. By progressively introducing the attribute-based enhancement and expanding module (AEE), state-based weakening and shrinking module (SWS), and global structural embedding module (GSE) into the
baseline, both mAP, and Rank-1 scores significantly increase on all the three datasets with different test settings. This verifies the contribution of each component in our model.

2) Analysis of Different Baselines: To further validate the effectiveness of our method, we evaluate the component of two stronger baselines, (1) FastReID [52], which is a strong baseline for vehicle Re-ID as shown in Table V (b1-b5), and (2) the baseline in the state-of-the-art methods such as UMTS [11], PPT [19], FastReID [52], with both cross-entropy loss and triplet loss (baseline (\( L_{ce} + L_{tr} \))), as shown in Table V (c1-c5). Note that due to the GPU memory limitations, we implement FastReID [52] with the same batch size as our method in 16 \( ids \times 4 \ texts/ims \) for fair comparison. Consistently, all the AEE, SWS, and GSE modules make effective contributions in our method on the new baselines.

Furthermore, Fig. 6 visualizes the feature map during the ablation study. The AEE module increases the inter-class distance of different attributes, while the SWS module reduces the intra-class distance and increase the inter-class distance with the same attribute. GSE module can further reduce the intra-class gap and increase the inter-class gap.

3) Subcomponent Study: To further evaluate the contribution of each state and attribute, we evaluate our method by removing a certain attribute or state as shown in Fig. 4. It is clear that each attribute or state information contributes to our ASSEN model. In addition, we compare the performance and convergence of the global embedding loss (ASSEN (GSE loss)) with the margin loss [50] (ASSEN (margin loss)) as shown in Fig. 4 and in Fig. 5, respectively. ASSEN (margin loss) denotes \( \text{baseline} + AEE + SWS + \text{margin loss} \) and has the same hyperparameters as ASSEN. As shown in Eq. (16), the margin loss [50] can be seen as a special form of our global embedding loss without weight. By considering the hierarchical relationships (inter-class attribute discrepancy and intra-class state discrepancy) between vehicles, our global embedding loss converges faster and achieves better performance.

F. Parameter Analysis

There are five important parameters in our model. \( \beta_1 \) and \( \beta_2 \) balances the contribution of the enhanced feature and the weakened feature respectively, while \( u \) and \( l \) control the margin between positive samples and negative samples respectively. In the final loss function, \( \eta \) control the weight of classification learning and metric learning. We empirically set \( \beta_1 = 0.05, \beta_2 = 0.05, u = 1, l = 0.3 \) and \( \eta = 0.3 \). The parameter analysis results with diverse parameter changes on VeRi-776 [7] are shown in Table VI, which demonstrates that our model is not sensitive to the parameters.

G. Analysis of Distance Discrepancy

To further verify the ability of handling the inter-class similarity and intra-class discrepancy of our method, we visualize the instance distance of positive sample pairs (PID), the instance distance of negative sample pairs (NID), the state distance between positive sample pairs (PSD) and the attribute distance between negative sample pairs (NAD).
state distance of positive sample pairs (PSD) and the attribute distance of negative sample pairs (NAD). We first average the PID/NID/PSD/NAD of each anchor in a batch, and then average over all batches in an epoch. As shown in Fig. 7, our ASSEN significantly shortens the state distance of positive samples (PSD), while increasing the attribute distance of negative samples (NAD), which shortens the instance distance of positive samples (PID) and enlarges the instance distance of negative samples (NID). It shows that weakening the state information can help reduce the intra-class distance, and enhancing the attribute information can help enlarge the inter-class distance. They are both effective ways to improve the discrimination of the vehicle Re-ID network.

V. CONCLUSION
To our best knowledge, this is the first work to solve the problem of Re-ID by enhancing attribute information and weakening state information. In this paper, we first argue the factors that cause the challenge of vehicle Re-ID into state factors and attribute factors. We have contributed an attribute and state guided structural embedding network (ASSEN), followed by three novel modules: attribute-based enhancement and expanding, state-based weakening and shrinking, global structural embedding. Comparing with state-of-the-art vehicle Re-ID methods, extensive experiments demonstrate the promising performance of the proposed method. Although our method requires additional state information and attribute information, this information is easy to obtain and has strong generalization capabilities. In the future, we will consider applying the idea of reducing state discrepancy and increasing attribute discrepancy to other recognition tasks (pedestrians, animals) and unsupervised vehicle Re-ID problems.
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