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 A B S T R A C T

Resolution mismatch between low-resolution query images and high-resolution gallery images in vehicle re-
identification is rarely studied but ubiquitous in real-world applications. An intuitive approach to solving 
cross-resolution vehicle re-identification is to utilize super-resolution algorithms to recover detailed information 
from low-resolution query images. However, vehicle super-resolution algorithms not only recover the detailed 
information of the vehicle but also enhance the background noise, which would degrade the re-identification 
performance. In addition, the view mismatch problem also significantly limits the performance of vehicle re-
identification. To handle these problems, we propose a novel Keypoint Guiding Network, which simultaneously 
addresses the problems of resolution mismatch and view mismatch from the perspective of keypoints in an end-
to-end learning framework, for cross-resolution vehicle re-identification. In particular, we first generate a set of 
vehicle keypoints via an effective Gaussian localization method, and then adaptively construct two keypoint-
based guidances using attention models. We integrate these two guidances into vehicle super-resolution and 
view alignment to handle the problems of resolution mismatch and view mismatch respectively. Moreover, 
to alleviate the heterogeneity between super-resolution query images and high-resolution gallery ones, we 
design a dual-path teacher–student distillation scheme to narrow their feature distributions. Comprehensive 
experiments on two down-sampled benchmark datasets demonstrate the effectiveness of our Keypoint Guiding 
Network against the state-of-the-art methods.
1. Introduction

Vehicle re-identification (Re-ID) refers to the technology of finding 
the specified vehicle images captured by different cameras. It has a 
strong application scene in the intelligent video surveillance system and 
can track the trail of the target to find its position. Most existing Re-
ID studies (Fu et al., 2022; Li et al., 2022; Shen et al., 2023; Zheng 
et al., 2023; Hu et al., 2024; Zhang et al., 2024) assume that both 
query and gallery images possess similar resolutions. In real-world Re-
ID scenarios, however, the resolution of captured vehicles may greatly 
vary due to the uncontrollable distances between vehicles and cameras. 
This can lead to misalignment challenges between low-resolution (LR) 
query sets and high-resolution (HR) gallery sets, which substantially 
degrades Re-ID performance as shown in Fig.  1(a). Lots of efforts are 
developed to deal with the resolution mismatch problem in cross-
resolution person Re-ID.  Early works (Jing et al., 2015; Wang et al., 
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2016; Chen et al., 2019b; Wu et al., 2023) mainly focus on learning a 
shared feature space between low and high resolutions. The main issue 
with these methods is that LR images lack the fine-grained details that 
are present in HR images. These details are significantly lost during 
the shared feature space learning. Recent efforts (Zheng et al., 2018a; 
Jiao et al., 2018; Cheng et al., 2020; Han et al., 2020; Zheng et al., 
2022) devote to adopting a multi-task joint learning framework which 
cascades super-resolution (SR) and Re-ID to recover the missing details 
in LR images for more robust person Re-ID. Although SR methods 
handle resolution mismatch problems by recovering missing informa-
tion of low-resolution query images, the process of super-resolution 
not only recovers the detailed information of low-resolution objects 
but also amplifies background noise, which is detrimental to the forth-
coming recognition task. Meanwhile, the view mismatch problem also 
significantly limits the performance of vehicle Re-ID as shown in Fig. 
1(a).
https://doi.org/10.1016/j.engappai.2025.110557
Received 26 June 2024; Received in revised form 19 December 2024; Accepted 10
vailable online 21 March 2025 
952-1976/© 2025 Elsevier Ltd. All rights are reserved, including those for text and 
 March 2025

data mining, AI training, and similar technologies. 

https://www.elsevier.com/locate/engappai
https://www.elsevier.com/locate/engappai
https://orcid.org/0000-0002-9820-4743
mailto:lcl1314@foxmail.com
https://doi.org/10.1016/j.engappai.2025.110557
https://doi.org/10.1016/j.engappai.2025.110557
http://crossmark.crossref.org/dialog/?doi=10.1016/j.engappai.2025.110557&domain=pdf


A. Zheng et al. Engineering Applications of Artiϧcial Intelligence 150 (2025) 110557 
Fig. 1. Overview of the cross-resolution vehicle Re-ID task. The camera captures LR vehicle images and matches them with HR vehicle images from different viewpoints. (a) 
Mismatch challenges. The resolution mismatch between the LR query and the HR gallery images. Different angles of the vehicles cause the viewpoint mismatch. (b) Our KGNet 
brings LR and HR image feature distribution closer by dual keypoint guidance.
Keypoint, as one of the most important structural characteristics of 
the vehicle, can capture localized discriminative features by focusing 
attention on the most informative keypoint. To take advantage of 
keypoint information in cross-resolution Re-ID, we propose a novel 
network called KGNet, which simultaneously addresses the problems 
of resolution mismatch and view mismatch from the perspective of 
keypoint in an end-to-end learning framework. On the one hand, we 
propose to recover detailed information from LR images by keypoint 
guiding super-resolution to enhance recovery of the object and suppress 
the background noise. Specifically, we use the keypoints to locate 
each key part of the vehicle and divide all heatmaps into four parts 
according to the vehicle views to generate an attention map for each 
part. By incorporating the attention map into the extracted features, we 
can reinforce the recovery of vehicle-based views during image super-
resolution. On the other hand, we propose aligning vehicle features by 
keypoint-guided view alignment to handle the view mismatch problem. 
In particular, by embedding keypoint attention maps in different views 
into SR images, the network can align vehicle features with the location 
of the keypoints. We integrate these two guidances into vehicle super-
resolution and view alignment to handle the problems of resolution 
mismatch and view mismatch respectively as shown in Fig.  1(b).

Despite the benefit of the proposed dual keypoint guidances to 
enhance recovery and align features, invisible keypoints in the vehicle 
may cause the network to focus on the wrong locations and thus 
introduce wrong guidance. Existing vehicle keypoint detection meth-
ods (Wang et al., 2017; Khorramshahi et al., 2019) often use the binary 
map to learn heatmaps of both visible and invisible keypoints, which 
has two shortcomings. First, the binary map is sensitive to the noises 
of the keypoint location. Second, it leads to a haphazard distribution 
of invisible keypoints, and their wrong positions would lead to wrong 
guidance in both super-resolution and view alignment. To handle these 
problems, we propose to define keypoints in the Gaussian map and 
present all invisible keypoints at a fixed position. On one hand, the 
Gaussian map is insensitive to noises and thus robust in keypoint 
localization. On the other hand, by regressing all invisible keypoints to 
a fixed position, we can easily filter them out and alleviate their effects 
in the dual keypoint guidances.

In addition, existing cross-resolution methods (Jiao et al., 2018; Li 
et al., 2020a) usually use a single-path network to extract features while 
ignoring the heterogeneity between SR and HR images, which leads 
to the misalignment between the extracted features. In this paper, we 
propose a dual-path teacher–student distillation network to mitigate 
the heterogeneity between SR and HR images. Moreover, we use a 
distillation loss (Porrello et al., 2020) to further narrow the feature 
distributions between the SR result and the HR image to facilitate the 
2 
progressive embedding of keypoints. The major contributions of this 
paper are as follows.

(1) We propose an end-to-end learning framework for cross-
resolution vehicle Re-ID. To handle the resolution mismatch problem 
between query and gallery sets and the view mismatch, we adaptively 
construct two attention model-based keypoint guidances integrating 
into vehicle super-resolution and view alignment.

(2) We design a Gaussian keypoint localization to provide more ac-
curate keypoint guidance. It improves the accuracy of visible keypoint 
localization, while simultaneously eliminating the effects of invisible 
keypoints by presenting at a fixed position.

(3) We propose a dual-path teacher–student distillation network 
to alleviate the heterogeneity between SR and HR images in query 
and gallery sets respectively. Moreover, we design a distillation loss 
to narrow the distribution of features between SR and HR images and 
facilitate the dual keypoint guidance.

Our approach also holds significant importance in practical appli-
cations, KGNet can be integrated with existing monitoring systems 
and work alongside real-time image processing technologies to achieve 
efficient and accurate vehicle recognition across images of varying 
resolutions, significantly enhancing the performance of current intel-
ligent traffic monitoring systems. In addition, the method can help 
with traffic monitoring and management for urban planning by accu-
rately identifying and tracking vehicles in real time, and generating 
detailed vehicle flow data. This data can be used to optimize traf-
fic patterns, improve infrastructure planning, and reduce congestion. 
The paper is organized as follows. Section 2 provides an overview 
of the works related to cross-resolution and keypoints based Re-ID. 
Section 3 systematically elaborates on the proposed KGNet, including 
the keypoint-guided recovery mechanism and alignment mechanism, as 
well as teacher–student distillation. Section 4 shows the comprehensive 
experimental results of KGNet. Finally, Section 5 concludes the paper.

2. Related works

Currently, research on the cross-resolution vehicle Re-ID is quite 
limited. In this section, we briefly review the most related works of 
cross-resolution vehicle Re-ID and keypoint-based Re-ID and super-
resolution.

2.1. Cross-resolution vehicle Re-ID

Vehicle Re-ID has become a hot topic recently due to its wide 
use in intelligent transportation systems. Some global-based methods 
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(Liu et al., 2016a; Lin et al., 2019; Jiang et al., 2023)focus on ex-
tracting comprehensive vehicle representations from the entire image, 
enabling robust matching across different camera views and varying 
conditions. Lin et al. (2019) proposed modeling the vehicle Re-ID task 
as vehicle matching within and across views by representing vehicle 
views as latent groups, using only ID annotations without additional la-
bels. Jiang et al. (2023) proposed using a global attention mechanism to 
extract more useful information for vehicle Re-ID. The papers described 
above are all based on global features. However, global features fail to 
capture the subtle differences in vehicle images. Therefore, most sub-
sequent methods (Liu et al., 2020; Lu et al., 2022; Wang et al., 2023b; 
Chouchane et al., 2024) focus on exploring how to better learn local 
features from the most discriminative regions of vehicle images. Lu 
et al. (2022) used a unified Vision Transformer (ViT) framework to 
extract global features unrelated to the background and locally variable 
features in perspective. Wang et al. (2023b) improved the network’s 
attention to shallow features by combining the channel and spatial 
dimensions at each layer. Although vehicle Re-ID has been extensively 
studied, research on cross-resolution vehicle Re-ID remains limited. 
However, similar studies have already been explored in the context of 
person Re-ID. The two tasks are similar, and the methods used are also 
closely related. Next, we review cross-resolution person Re-ID works in 
this section, which can be divided into two main categories. The first 
is to learn the associations and shared features between the LR and 
HR images. Li et al. (2015) jointly utilize multi-scale distance metric 
learning and cross-scale image domain alignment for low-resolution 
person Re-ID. Wang et al. (2016) learn to distinguish the scale distance 
function space by changing the image scale of the LR image when 
matching with the HR image. Wu et al. (2023) produce resolution-
adaptive representations to resolve the feature differences caused by 
different resolutions. However, the shared features and associations 
learned by these methods always lose details in LR images compared 
to HR images thus resulting in poor Re-ID performance. The second 
one is to learn a joint model for both image super-resolution and 
person Re-ID Jiao et al. (2018) propose the joint learning network 
of super-resolution and identity, and solve low-resolution person Re-
ID problems by cascading multiple SR and Re-ID modules. Han et al. 
(2020) predict an effective scale factor based on the image content to 
recover missing details adaptively. Zheng et al. (2022) collaboratively 
learns both HR-specific and LR-specific identity features by introducing 
a synergistic interplay between super-resolution and discriminant re-id 
feature learning. Despite their great progress on cross-resolution person 
Re-ID, they ignore the heterogeneity between SR and HR images. In 
addition, SR methods not only recover the detailed information but also 
enhance the background noise.

2.2. Keypoints based Re-ID and super-resolution

As an important representation,keypoints provide a robust guide 
for Re-ID. In person Re-ID. Some methods, especially in the occluded 
scene, make use of the keypoints information of the human body. Liang 
et al. (2022) propose innovative modules in image, feature space and 
loss, guided by human keypoint information, to obtain coarse-grained 
global and fine-grained local embeddings. Miao et al. (2019) proposes 
a method called Pose-Guided Feature Alignment (PGFA), which utilizes 
pose landmarks to enhance feature learning and extract non-occluded 
representations. Gao et al. (2020) introduces Pose-guided Visible Part 
Matching (PVPM), aiming to generate discriminative embeddings with 
the assistance of pose-guided attention. In vehicle Re-ID, Wang et al. 
(2017) propose an orientation invariant feature embedding module 
to extract local region features of different orientations and the local 
features can be well aligned and combined. Khorramshahi et al. (2019) 
propose to learn the key-points based local feature together with the 
global appearance feature via a dual path model. Tang et al. (2020) 
propose to infer the vehicle view and shape based on the keypoints and 
segments in view prediction to overcome the orientation dependence. 
3 
However, they either fail to eliminate the impact of invisible keypoints 
or utilize only limited keypoint information. Moreover, keypoints are 
also applied to the image recovery. Ma et al. (2020) develop a face 
super-resolution method with two recursive networks in an iterative 
fashion to simultaneously enforce the face component recovery and 
keypoint prediction. Yu et al. (2018) proposes to utilize a multi-task 
convolutional neural framework to integrate the face keypoint informa-
tion into the face super-resolution process. Different from these works, 
we adaptively construct dual keypoint guidance to solve resolution 
mismatch and view mismatch for cross-resolution vehicle Re-ID.

3. Keypoint Guiding network

As shown in Fig.  2, Keypoint Guiding Network (KGNet) consists of 
a Dual Keypoint Guiding (𝐾2𝐺) module and a Teacher–Student Dis-
tillation (TSD) module. First, to mitigate the resolution and viewpoint 
mismatch problem in cross-resolution vehicle Re-ID task, we propose a 
Dual Keypoint Guiding (𝐾2𝐺) module for cross-resolution vehicle Re-
ID. Second, to alleviate the heterogeneity between SR and HR images, 
we design a Teacher–Student Distillation (TSD) module to narrow the 
distribution between SR and HR features.

3.1. Network architecture

In the training stage, we first employ bilinear up-sampling on 
the original LR image 𝑥𝑙𝑟 to obtain the upsampled image 𝑥′𝑙𝑟, which 
is then input into a pre-trained stacked hourglasses network (Newell 
et al., 2016) to extract the keypoint heatmaps. The influence of in-
visible keypoints will be eliminated through the Gaussian keypoint 
Localization. To recover the content information and missing details of 
LR image 𝑥𝑙𝑟, and reinforce the recovery of vehicle-based orientations, 
we fuse the outputs after the convolution of 𝑥𝑙𝑟 and the attention 
map of keypoints based four orientations, and then forward to the 
super-resolution scheme to acquire SR results 𝑥𝑠𝑟. Progressively, we use 
the keypoint attention information to fuse SR feature 𝑓𝑠𝑟 to enforce 
the network to better focus on the location of vehicle keypoints and 
achieve feature alignment with the location of keypoints. To solve 
the heterogeneity problem between the SR result 𝑥′𝑠𝑟 and the HR 
image 𝑥ℎ𝑟 and facilitate the dual guidances process of keypoints, we 
design a dual-path teacher–student distillation network to narrow their 
feature distributions. By knowledge distillation learning, the teacher–
student network encourages our super-resolution process to generate 
more perceptually realistic outputs and align local features which is 
associated with the task of vehicle Re-ID.

In the testing stage, to enhance the recovery of the vehicle and 
align local features, we input the LR query image 𝑥𝑙𝑟 into 𝐾2𝐺 module 
to obtain the high-quality and aligned SR result 𝑥′𝑠𝑟. To alleviate the 
feature distribution discrepancy between LR and HR images and obtain 
more robust features, the recovered image 𝑥′𝑠𝑟 and HR gallery image 𝑥ℎ𝑟
are fed into the bottom student and top teacher networks respectively 
for feature extraction. At last, the learned SR and HR features are used 
for the final Re-ID.

3.2. Dual keypoint guiding (𝐾2𝐺) module

Gaussian Keypoint Localization: GKL In the keypoint estimation 
stage, to obtain accurate keypoint heatmaps, we employ a stacked 
hourglass network (Newell et al., 2016) to estimate the location of 
𝑁(𝑁 = 20) heatmaps with the size of 𝐻 ×𝑊 (32 × 32). Existing vehicle-
based methods (Khorramshahi et al., 2019) only utilize the binary map 
to represent the ground-truth heatmaps of vehicles and simply set the 
heatmap values to one in the location of visible keypoints and zero 
for the rest locations. However, the binary map is sensitive to noise in 
locating keypoints and affects the robustness of locating keypoints, thus 
leading to inaccurate predictions. To obtain more effective information 
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Fig. 2. Overview of the proposed Keypoint Guiding Network (KGNet) which consists of (a) the Dual Keypoint Guiding (𝐾2𝐺) Module and (b) the Teacher–Student Distillation 
(TSD) Module. Specifically, Gaussian Keypoint Localization (GKL) at the bottom of (a) generates a set of vehicle keypoints. Then, Keypoint Guiding Recovery (KGR) and Keypoint 
Guiding Alignment (KGA) at the top of (a) enhance the recovery and feature alignment of the LR images 𝑥𝑙𝑟 using the generated vehicle keypoints. The SR model used in KGR 
is designed based on a modified Omni Self-Attention (OSA) (Wang et al., 2023a). Meanwhile, the Teacher–Student Distillation (TSD) Module is used to mitigate the heterogeneity 
between the SR images 𝑥′𝑠𝑟 and HR images 𝑥ℎ𝑟.
of keypoints, we set the ground-truth keypoint heatmaps using the 
Gaussian-like distribution as follows, 

ℎ𝑘(𝑖, 𝑗) = 𝑒−
(𝑖−𝑥)2+(𝑗−𝑦)2

2 , (1)

where ℎ𝑘 represent the 𝑘th ground-truth heatmap, and (𝑖, 𝑗) and (𝑥, 𝑦) 
indicate the coordinates of the 𝑘th ground-truth heatmap and the 𝑘th 
keypoint respectively. The coordinates of the invisible keypoints are set 
to 𝑥 = 0, 𝑦 = 0.

In this case, the ground-truth heatmaps follow the Gaussian dis-
tribution for visible keypoints and gather all invisible keypoints to a 
fixed position (0, 0). Compared to binary map, the Gaussian map is 
insensitive to noises of keypoint location and thus robust in keypoint 
localization. Due to the robustness of the Gaussian map to the keypoint 
location, we can get more robust keypoint heatmaps to assist the next 
tasks. To regress keypoints, we use the heatmaps regression loss 𝐻  as 
the supervision of the training of keypoints, 

𝐻 =
𝑁
∑

𝑘=1

𝐻
∑

𝑖=1

𝑊
∑

𝑗=1
∣∣ ℎ𝑘(𝑖, 𝑗) − ℎ′𝑘(𝑖, 𝑗) ∣∣1, (2)

where ℎ′𝑘(𝑖, 𝑗) is the predictive value of coordinate (𝑖, 𝑗) of the 𝑘th 
heatmap. The surface diagram of the predicted keypoint heatmaps is 
shown in Fig.  3. After training the stacked hourglass network on VeRi-
776 dataset, the parameters of the network are frozen. To this end, 
we can directly test on other datasets such as VehicleID to obtain the 
keypoint information without additional annotations.

However, the presence of invisible keypoints in the vehicle greatly 
affects both tasks, which causes the network to focus on the wrong 
locations and thus introduces wrong guidance. To alleviate the effects 
of invisible keypoints, we regress all invisible keypoints to a fixed 
position and filter out them as follows, 

ℎ𝑘 =

{

𝟎,  if 𝐿𝑂𝐶(𝑀𝑎𝑥(ℎ𝑘)) = (0, 0)
ℎ𝑘, else,

(3)

where 𝑀𝑎𝑥(ℎ𝑘) is the maximum of the 𝑘th heatmap, 𝐿𝑂𝐶(∗) is the 
coordinates of the maximum value. Herein, we can get robust keypoint 
heatmaps and eliminate the influence of invisible keypoints.
Keypoint Guiding Recovery: KGR Most existing SR methods (Lim 
et al., 2017; Li et al., 2020b) recover the images based on LR images 
while rarely considering the inherent structural information, moreover, 
they not only recover detailed information of object, but also enhance 
4 
Fig. 3. Surface map of the predicted heatmaps. For the visible keypoints, the peak 
coordinate of the heatmaps is the coordinate position of the keypoints, while the origin 
(0, 0) is for the invisible keypoints.

the background noise, which would degrade the vehicle Re-ID per-
formance. To obtain high-quality recovery images and reinforce the 
recovery of vehicle-based orientations, we propose guidance based key-
points to solve these problems. By incorporating keypoint information 
into LR images, the network can focus on the key parts of the vehicle, 
rather than background noise, so as to focus on vehicle recovery. 
Therefore, the purpose of Keypoint Guiding Recovery is to obtain the SR 
result 𝑥𝑠𝑟, which enhances the recovery of the vehicle and reduces the 
weight of the noise component by recovering the missing details in LR 
vehicle object 𝑥𝑙𝑟. To utilize the structural information of keypoints, we 
use the keypoint heatmap with 𝑁 channels to represent the locations 
of 𝑁 keypoints. We divide keypoints into 𝐾(𝐾 = 4) orientations 
as (Wang et al., 2017), including 𝑓𝑟𝑜𝑛𝑡, 𝑏𝑎𝑐𝑘, 𝑙𝑒𝑓 𝑡 and 𝑟𝑖𝑔ℎ𝑡, and sum 
up the channels in each orientation as the corresponding heatmap, 
which is expressed as {𝐷𝑘}𝐾𝑘=1. The reason why we divide the keypoints 
according to the orientation is to perform different degrees of recovery 
for the distinct orientation of each vehicle. Then, we use the softmax 
function as attention mechanism to calculate 𝐾 corresponding attention 
maps along the channel dimension of these heatmaps. The attention 
map and LR feature then are fused by the group convolution (Ma et al., 
2020) to obtain the attention feature 𝑓𝑎𝑡𝑡, 

𝑓𝑎𝑡𝑡 =
𝐾
∑

(𝑓𝑙𝑟 ⋅ 𝐴𝑡𝑡(𝐷𝑘)), (4)

𝑘=1
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where 𝑓𝑙𝑟 is the feature of LR image 𝑥𝑙𝑟 computed by multi-layer 
convolution, which contains more shallow information for LR images. 
𝐴𝑡𝑡(∗) is the softmax function along the channel dimension.

We feed the feature 𝑓𝑎𝑡𝑡 to SR module to better recover the missing 
details of the LR images 𝑥𝑙𝑟 according to the different orientations 
of the vehicle, and the input 𝑓𝑎𝑡𝑡 of SR module can locate the key 
parts of the vehicle under the guidance of keypoints. Our SR mod-
ule is a modification of the Omni Self-Attention (OSA) block (Wang 
et al., 2023a), which is based on the dense interaction principle. This 
block can simultaneously model pixel interaction from both spatial and 
channel dimensions, effectively mining potential correlations across all 
axes, including both spatial and channel aspects. To preserve the useful 
information of the original LR image, we add the un-sampled LR image 
𝑥𝑙𝑟 to the result of the SR module. The former contains more content 
information of the LR image, while the latter contains the recovered 
detailed information. The pixel-wise MSE loss between SR image 𝑥𝑠𝑟
and the ground-truth HR image 𝑥ℎ𝑟 is calculated as, 

𝑟𝑒𝑐 =∣∣ 𝑥ℎ𝑟 − 𝑥𝑠𝑟 ∣∣22 . (5)

Keypoint Guiding Alignment: KGA Although we achieve enhanced re-
covery of vehicle objects by keypoint guidance, the diverse orientations 
of the vehicle will lead to feature misalignment. To capture and align 
localized discriminative features, we focus on the most informative 
keypoints by embedding keypoint attention maps based on orientation 
to the recovered image.

As shown in Fig.  2, similar to Keypoint Guiding Recovery, Keypoint 
Guiding Alignment first performs a multi-layer residual convolution 
operation on the SR result 𝑥𝑠𝑟 to obtain SR features 𝑓𝑠𝑟 which contains 
more contextual information. We divide the heatmaps of keypoints, 
which have eliminated the effect of invisible keypoints, into three ori-
entations: 𝑓𝑟𝑜𝑛𝑡, 𝑏𝑎𝑐𝑘 and 𝑠𝑖𝑑𝑒. Then we generate orientation attention 
maps by our attention mechanism that utilizes softmax function on 
three channels along the heatmaps. To construct feature alignment at 
the channel level, the attention maps generated in each orientation are 
multiplied two-by-two with the three channels of 𝑓𝑠𝑟. To this end, the 
network well focuses on the location of keypoints, we can achieve the 
alignment of vehicle features with the location of the keypoints and 
alleviate the problem of view mismatch that exists in vehicle Re-ID. In 
addition, the dual keypoint guidances are jointly optimized. Therefore, 
KGR and KGA promote each other in a unified framework. Finally, 
their summed results are fed into the Re-ID network for further feature 
extraction.

3.3. Teacher–student distillation (TSD) module

Although the SR process can recover realistic high-quality images, 
our ultimate goal is to contribute to the Re-ID task. Therefore, we not 
only expect to reduce the difference between the recovered SR and HR 
images at the image level, but also anticipate narrowing their feature 
distributions. To obtain a more robust SR feature associated with the 
Re-ID task, we propose a teacher–student distillation network to narrow 
the distance between SR and HR features, and the feature learning 
process of the student network is guided by the teacher network.

As shown in Fig.  6(a), the teacher–student distillation network 
takes the keypoints embedded SR result 𝑥′𝑠𝑟 and the corresponding HR 
ground-truth image 𝑥ℎ𝑟 as input, and extracting their feature repre-
sentations through student branch 𝐸𝑠𝑡𝑢 and teacher branch 𝐸𝑡𝑒𝑎 re-
spectively for final vehicle Re-ID. To further alleviate the difference 
between HR images and SR images, we propose to introduce a feature 
distillation loss 𝑑𝑖𝑠𝑡𝑖𝑙𝑙 to suppress their feature distributions, 

𝑑𝑖𝑠𝑡𝑖𝑙𝑙 =∣∣ 𝐸𝑡𝑒𝑎(𝑥ℎ𝑟) − 𝐸𝑠𝑡𝑢(𝑥′𝑠𝑟) ∣∣
2
2 . (6)

It needs to emphasize that the main purpose of the SR module is 
to make the recovered SR images better serve our vehicle Re-ID, rather 
than simply recovering the missing details of the low-resolution vehicle 
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images. In this case, we encourage the SR module to perform Re-ID 
oriented recovery through feature distillation loss 𝑑𝑖𝑠𝑡𝑖𝑙𝑙.

Due to the heterogeneity between HR ground-truth images and 
recovered SR results, we use the same architecture without sharing 
parameters for teacher and student networks. During the testing phase, 
we feed the LR images in query and the HR images in the gallery into 
student and teacher branches respectively for cross-resolution vehicle 
Re-ID. In both teacher and student branches, the Re-ID loss is the 
integration of cross-entropy loss 𝑖𝑑 and triplet loss 𝑡𝑟𝑖: 

𝑡𝑒𝑎 = ℎ𝑟
𝑖𝑑 + ℎ𝑟

𝑡𝑟𝑖. (7)

𝑠𝑡𝑢 = 𝑠𝑟
𝑖𝑑 + 𝑠𝑟

𝑡𝑟𝑖. (8)

The final Re-ID loss 𝑟𝑒𝑖𝑑 is the sum of 𝑡𝑒𝑎 and 𝑠𝑡𝑢: 

𝑟𝑒𝑖𝑑 = 𝑡𝑒𝑎 + 𝑠𝑡𝑢. (9)

At last, the final loss of KGNet is formulated as, 

𝑓𝑖𝑛𝑎𝑙 = 𝜆𝑟𝑒𝑐𝑟𝑒𝑐 + 𝜆𝑑𝑑𝑖𝑠𝑡𝑖𝑙𝑙 + 𝑟𝑒𝑖𝑑 , (10)

where 𝜆𝑟𝑒𝑐 and 𝜆𝑑𝑖𝑠𝑡𝑖𝑙𝑙 are the hyper-parameters setting as 50.0 and 
10.0 respectively. Based on the proposed Keypoint Guiding network, 
we achieve enhanced recovery of vehicle objects and local feature 
alignment by the guidance of keypoints, and distillation loss further 
narrows the feature distribution between SR results and HR images.

4. Experiments

To fairly evaluate the proposed method, we reconstruct two bench-
marks, VeRi-776 (Liu et al., 2017) and VehicleID (Liu et al., 2016b) 
to the cross-resolution scenario. Specifically, during training, we first 
resize the resolution to 128 × 128 × 3 as the HR images, which is 
then down-sampled into 16 × 16 × 3 as the LR images in both model 
training and testing. Note that HR images are no longer required while 
processing LR query images in the testing stage. The datasets used 
in our experiments are publicly available and have been anonymized, 
with all license plate information removed. To protect user privacy in 
practical applications, obvious vehicle identifiers, such as license plates 
and driver facial features, can be obscured during data processing. The 
system can be deployed in an internal network to ensure data security 
and used in conjunction with a data de-sensitization system for user 
privacy protection.

4.1. Datasets and evaluation

VeRi-776 (Liu et al., 2017) is the first large scale vehicle Re-ID dataset. 
It contains 51032 images of 776 vehicles captured from 20 cameras 
with different orientations, occlusions and illuminations. 576 vehicle 
identities are constructed for the training set while the remaining 200 
vehicles for the testing set.
VehicleID (Liu et al., 2016b) is an extensive benchmark for vehicle 
Re-ID. It covers 26,267 vehicle identities with 221,763 images captured 
under the front or back viewpoint. It contains three different testing sets 
with small, medium and large sizes respectively. In the inference phase, 
one image of each vehicle is randomly selected to form the gallery set, 
while the rest images are used to form the query set.

Following Zheng et al. (Zheng et al., 2018b), we use the Cumula-
tive Matching Characteristic (CMC) curve and mean average precision 
(mAP) for evaluation. CMC scores reflect the retrieval precision, where 
rank-1, rank-5 and rank-10 scores are reported in our experiments. mAP 
measures the mean of all queries of average precision (the area under 
the Precision–Recall curve) which reflects the recall.



A. Zheng et al. Engineering Applications of Artiϧcial Intelligence 150 (2025) 110557 
Table 1
Compared to the conventional state-of-the-art vehicle Re-ID methods on reconstructed VeRi-776 and VehicleID datasets (in %).
 Datasets Reconstructed VeRi-776 Reconstructed VehicleID
 Settings Query = 1678, Test = 11579 Test Size = 800 Test Size = 1600 Test Size = 2400
 Methods mAP r-1 r-5 r-10 r-1 r-5 r-10 r-1 r-5 r-10 r-1 r-5 r-10

 ViT (Dosovitskiy et al., 2020) 24.3 45.5 66.6 75.9 20.4 41.3 51.5 20.0 40.2 50.4 19.6 39.5 49.5  
 ResNet50 (He et al., 2016) 30.2 59.5 71.3 76.6 45.2 60.3 68.4 44.4 58.9 64.2 43.5 61.4 67.6  
 SEResNet50 (Jie et al., 2020) 33.1 63.8 78.4 84.6 41.7 58.2 66.5 34.4 56.6 62.1 28.6 52.4 60.8  
 SEResNext50 (Xie et al., 2017) 31.3 61.6 75.9 83.2 35.9 53.8 60.6 35.5 52.6 59.1 34.8 54.1 58.8  
 ABDNet (Chen et al., 2019a) 31.9 59.8 70.2 76.8 49.2 65.1 70.3 46.2 59.3 65.7 43.1 62.3 68.2  
 OSNet (Zhou et al., 2020) 32.3 62.4 76.3 82.5 50.5 64.5 71.2 48.3 61.2 66.3 44.9 62.9 67.1  
 BagTricks (Hao, 2019) 34.7 64.7 77.8 84.1 52.8 68.9 74.9 49.5 65.2 71.2 45.6 63.6 69.3  
 VOC-ReID (Zhu et al., 2020) 32.3 60.9 77.9 85.3 51.1 63.5 72.1 50.9 60.3 70.4 44.3 58.4 67.6  
 VehicleNet (Zheng et al., 2020) 32.8 65.7 80.2 85.1 52.3 64.1 75.6 51.4 61.5 73.2 46.7 56.9 68.4  
 CLIP-ReID (Li et al., 2023) 33.4 47.9 69.4 79.4 51.0 78.1 86.0 47.6 72.0 80.7 40.4 65.4 75.6  
 TransReID (He et al., 2021) 34.2 68.9 79.5 86.0 52.9 71.4 76.9 50.6 68.2 72.8 47.4 64.1 70.5  
 AGW (Ye et al., 2021) 37.1 68.8 80.4 85.3 53.5 70.6 77.7 51.4 66.8 73.9 48.6 65.2 71.9  
 KGNet (Ours) 57.0 83.4 92.6 95.3 69.6 87.2 91.7 65.9 80.9 87.1 62.0 77.6 83.5  
Table 2
Comparison of the results of different super-resolution methods combined with BagTricks (Hao, 2019) on super-resolution and ReID tasks on reconstructed VeRi-776 and VehicleID 
datasets (in %). The best, second and third results are in red, blue and green colors, respectively.
 Datasets Reconstructed VeRi-776 Reconstructed VehicleID
 Settings Query = 1678, Test = 11579 Test Size = 800 Test Size = 1600 Test Size = 2400
 Methods PSNR SSIM mAP r-1 r-5 r-10 r-1 r-5 r-10 r-1 r-5 r-10 r-1 r-5 r-10

 BagTricks (Hao, 2019) – - 34.7 64.7 77.8 84.1 52.8 68.9 74.9 49.5 65.2 71.2 45.6 63.6 69.3  
 + MemNet (Tai et al., 2017) 23.4 62.8 38.7 67.5 77.3 81.2 47.9 64.8 70.9 43.1 60.4 66.7 38.7 57.6 63.8  
 + SRFBN (Li et al., 2019) 24.0 67.3 40.4 70.9 80.6 84.5 61.2 72.8 76.5 59.3 68.2 74.9 56.1 65.2 71.6  
 + EDSR (Lim et al., 2017) 24.5 69.7 42.0 71.2 81.8 86.3 59.9 71.2 78.4 54.1 68.4 75.1 51.2 65.4 71.5  
 + RCAN (Zhang et al., 2018) 24.8 71.4 42.3 74.1 87.7 88.0 64.5 76.7 80.2 58.7 69.2 74.5 55.9 66.2 72.1  
 + DBPN (Haris et al., 2018) 24.7 71.0 43.0 74.7 83.6 86.6 67.1 77.2 82.1 61.5 71.6 76.9 58.2 64.1 70.6  
 + LAPAR (Li et al., 2020b) 24.7 71.1 45.6 68.9 85.0 90.3 64.7 78.1 82.7 60.9 72.3 77.5 57.3 68.6 73.4  
 + ECBSR (Zhang et al., 2021) 26.5 82.4 54.0 83.0 91.7 95.0 68.4 84.4 90.7 66.5 80.7 86.2 61.2 77.2 83.4  
 + SAFMN (Sun et al., 2023) 27.7 85.1 54.2 83.2 92.5 95.8 67.4 83.7 89.6 65.8 81.5 86.3 61.4 77.1 83.6  
 + SRFORMER (Zhou et al., 2023) 29.5 90.3 54.6 83.1 92.6 95.1 68.1 84.2 90.6 66.8 80.5 86.0 61.8 77.9 83.0  
 + Omni (Wang et al., 2023a) 28.9 88.5 55.6 82.4 90.9 93.6 68.7 85.1 91.0 66.5 80.6 86.5 61.5 77.4 83.1  
 + KGR + KGA + TSD (Ours) 29.1 88.9 57.0 83.4 92.6 95.3 69.6 87.2 91.7 65.9 80.9 87.1 62.0 77.6 83.5  
4.2. Implementation details

The implementation platform is Pytorch with an NVIDIA GTX 3090 
GPU. We use the network pre-trained on ImageNet (Jia et al., 2009) as 
the backbone. We do not share the parameters for the backbone that 
is commonly used in both teacher and student networks. We randomly 
initialize the weights of the classifier. We employ Adam (Kingma and 
Ba, 2014) optimizer with a batch size of 8. When using the warm-
up (Fan et al., 2019) to bootstrap the network, we first increase the 
learning rate to 2 × 10−4, then decay it to 2 × 10−5 at the 40-th epoch 
and 2 × 10−6 at the 70-th epoch. The total epochs of our model during 
the training is 120.

4.3. Comparison with Re-ID methods

We evaluate our method on the reconstructed cross-resolution
datasets compared with a wide range of state-of-the-art Re-ID methods, 
where we train the corresponding Re-ID model on upsampled LR train-
ing images (resize the images to 16 × 16 and then to 128 × 128) and test 
on upsampled LR query images and HR gallery images. As compared in 
Table  1, although these Re-ID methods achieve superior performance 
when both query and gallery images are high resolution, they do 
not address the more common cross-resolution scenarios in real-world 
applications. Our method introduces SR technology for cross-resolution 
settings, while simultaneously using vehicle keypoints to reduce the 
impact of background noise during the SR process. Keypoint-guided 
vehicle feature alignment is then applied to alleviate the problem of 
viewpoint mismatch. Finally, distillation is used to further reduce the 
heterogeneity between SR and HR images. Through these techniques, 
our KGNet achieves significantly better performance in cross-resolution 
settings compared to these Re-ID methods.
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4.4. Comparison with the super-resolution methods

To further demonstrate the effectiveness of our dual keypoint guid-
ances, we evaluate our KGNet on the reconstructed cross-resolution 
datasets compared with super-resolution models, as shown in Table  2. 
Specifically, we use the SR query images and the HR gallery images 
to individually train the representative Re-ID method BagTricks (Hao, 
2019). Clearly, super-resolution-based methods can recover missing 
details information of LR images to some content. Therefore, by intro-
ducing the SR module into the vehicle Re-ID method BagTricks (Hao, 
2019), they achieve significant improvement in both mAP and ranking 
scores. By enhancing the recovery of vehicle objects, and considering 
the local feature alignment, and alleviating the heterogeneity between 
SR results and HR images, our KGNet has achieved competitive re-
sults, which promises the effectiveness of the proposed method while 
handling cross-resolution vehicle Re-ID task.

In addition, in order to verify whether the effect of cross-resolution 
vehicle Re-ID is only related to the performance of image super-
resolution, we conduct the experiment to examine the association 
image SR and vehicle Re-ID. We measure the pixel-wise SR quality 
of the recovered images by 𝐾2𝐺 module by PSNR and SSIM metrics 
on the reconstructed VeRi-776 test set. As shown in Table  2, although 
SRFormer (Zhou et al., 2023) slightly outperforms our method in PSNR 
and SSIM with better super-resolution quality, it works overshadowed 
in cross-resolution Re-ID task by 2.4% and 0.3% worse in mAP and 
rank-1 scores than ours. This indicates that the super-resolution quality 
is not always in direct proportion to the future Re-ID. By the dual 
keypoint guiding and distillation loss 𝑑𝑖𝑠𝑡𝑖𝑙𝑙), the recovery of LR images 
and the alignment of vehicle features are further enhanced.
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Fig. 4. T-SNE visualization of feature distribution of 12 identities on the test set of reconstructed VeRi-776 dataset. The same color and shape represent the same identity.
Table 3
Comparison results between the proposed method and the cross-resolution person Re-ID 
methods on reconstructed VeRi-776 dataset (in %).
 Methods rank-1 rank-5 mAP 
 FSRCNN-reID (Chao et al., 2016) 56.3 78.0 45.8 
 SING (Jiao et al., 2018) 55.2 77.3 45.1 
 CSR-GAN (Zheng et al., 2018a) 58.4 80.1 48.5 
 CADNet (Li et al., 2020a) 68.7 85.3 53.6 
 Ours (KGNet) 83.4 92.6 57.0 

4.5. Comparison with cross-resolution person Re-ID methods

We compare the proposed KGNet with four existing cross-resolution 
person Re-ID methods FSRCNN-reID (Chao et al., 2016), SING (Jiao 
et al., 2018), CSR-GAN (Zheng et al., 2018a) and CADNet (Li et al., 
2020a) on the reconstructed VeRi-776 dataset. It is evident from Table 
3 that our KGNet outperforms all the competitors in most of the cases. 
This indicates the advantages of the proposed dual keypoint guiding 
to capture the structure information and the dual-path teacher–student 
network to mitigate the heterogeneity between SR and HR images. 
KGNet works overshadowed CADNet in mAP since CADNet uses mul-
tiple pre-trained backbones to iteratively approximate the LR and HR 
feature distributions. However, we outperform CADNet in rank-1 by a 
large margin, since our method better solves the resolution mismatch 
and view mismatch by dual keypoint guidances.

4.6. Ablation studies

To evaluate the effectiveness of the components in our model, 
we conduct the ablation study on the dual keypoint guiding module, 
including keypoint guiding recovery (KGR) and keypoint guiding align-
ment (KGA), and the distillation loss in KGNet on VeRi-776, as shown 
in Table  4. We employ OSA (Wang et al., 2023a) as SR scheme and 
Bagtricks (Hao, 2019) as the Re-ID scheme without the dual keypoint 
guiding (𝐾2𝐺) and teacher–student distillation(TSD) as the baseline. 
Note that both dual keypoint guiding module and teacher–student 
distillation enhance the performance, which verifies the significance 
of each component. By jointly enforcing both modules, our KGNet 
achieves the best performance. Fig.  4 further illustrates the exam-
ple feature distribution of 12 identities on the test set of VeRi-776 
dataset. It visually demonstrates the contribution of each component by 
reducing the intra-class differences and increasing inter-class variation.
Evaluation on dual keypoint guiding module. We further evaluate 
the validity of keypoint guiding recovery (KGR), keypoint guiding 
alignment (KGA) and the Gaussian keypoint localization (GKL) in the 
proposed dual keypoint guiding module as shown in Table  5. Clearly, 
by removing each component individually, the performance signifi-
cantly drops, which indicates the important role of each component 
in our method. First, we can recover detailed information from LR 
images by KGR to enhance the recovery of the object and suppress 
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Table 4
Ablation study of KGNet on reconstructed VeRi-776 dataset (in %).
 Components mAP rank-1 rank-5 rank-10 
 𝐾2𝐺 TSD  
 – – 53.3 81.4 90.4 93.5  
 ✓ – 55.8 82.6 90.9 94.3  
 – ✓ 55.3 82.8 91.2 95.0  
 ✓ ✓ 57.0 83.4 92.6 95.3  

Table 5
Evaluation on dual keypoint guiding (𝐾2𝐺) on reconstructed VeRi-776 dataset (in %).
 mAP rank-1 rank-5 rank-10 
 w/o KGR 55.4 82.1 92.1 94.0  
 w/o KGA 55.0 82.0 91.8 94.1  
 w/o GKL 56.1 82.9 92.0 95.0  
 Full 𝐾2𝐺 57.0 83.4 92.6 95.3  

Table 6
Comparative results using single or dual encoders in the teacher–student network on 
reconstructed VeRi-776 dataset (in %).
 Number of encoder mAP rank-1 rank-5 rank-10 
 single encoder 52.8 80.6 91.2 94.6  
 dual encoders 57.0 83.4 92.6 95.3  

the background noise. Second, we further align vehicle features by 
KGA to handle the view mismatch problem. However, dual keypoint 
guidance is based on obtaining a robust set of keypoints. Therefore, 
we utilize Gaussian keypoint localization (GKL) to extract keypoint 
heatmaps. As shown in Fig.  5, compared to the binary map, our GKL 
module is insensitive to noises and thus robust in keypoint localization. 
In addition, GKL can regress all invisible keypoints to a fixed position 
and we can easily filter them out and alleviate their effects in the dual 
keypoint guidances.
Evaluation on the teacher–student structure. To validate the effec-
tiveness of the dual-path teacher–student structure, we compare it with 
the single-encoder structure as shown in Fig.  6(b), which uses only 
one backbone to extract SR and HR features, but the dual-encoder 
schematic uses two different backbone which do not share parameters 
to extract features. As shown in Table  6, the dual-encoder structure 
outperforms the single-encoder structure in both mAP and rank scores. 
The main reason is the single-encoder structure cannot handle the 
heterogeneity between the SR results recovered from the LR image and 
the HR images, and the dual-encoder structure can better extract robust 
features according to the characteristics of the two images.
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Fig. 5. (a) The surface of the predicted keypoint heatmaps, the ground-truth (GT) and the predicted coordinates by binary map. (b) The corresponding results by our Gaussian 
map, where the peak coordinates of the heatmaps indicate the position of the visible keypoints while the origin (0, 0) for the invisible keypoints.
Fig. 6. Schematics of (a) dual-encoder and (b) single-encoder structure designs.
Fig. 7. Feature map visualization of baseline and our KGNet in different orientations.
Fig. 8. Visualization of cross-resolution Re-ID results using baseline and the proposed method.
4.7. Qualitative results

To understand how the keypoints and the distillation network help 
our cross-resolution vehicle Re-ID task, we visualize the last layer 
feature maps as shown in Fig.  7. The progressive keypoint guidance 
to recovery and alignment, in conjunction with the teacher–student 
distillation module, serves to reduce heterogeneity between the super-
resolution images and high-resolution images, as illustrated in Fig.  7(b). 
This enables the network to focus more effectively on the key compo-
nents of the vehicle, in comparison to Fig.  7(a). Fig.  8 further shows the 
corresponding ranking results of a particular query, demonstrating the 
promising performance of our network in dealing with the challenging 
inter-class similarity.
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4.8. Evaluation of computational cost and model parameters

To demonstrate the efficiency of our method, we evaluate the 
computational and parameter costs of KGNet in comparison with sev-
eral state-of-the-art super-resolution methods combined with BagTricks 
(Hao, 2019). As shown in Table  7, Our model’s FLOPs are comparable 
to SAFMN (Sun et al., 2023) and ECBSR (Zhang et al., 2021), and 
significantly lower than SRFormer (Zhou et al., 2023) (reduced by 
approximately 94%), while the parameters are on par with them. 
This indicates that our method offers an advantage in computational 
efficiency. Moreover, our approach achieves the highest mAP and Rank-
1 metrics across two datasets, outperforming these methods. Generally, 
super-resolution-based methods tend to incur higher computational 
and parameter costs. Considering the need for end-to-end training 
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Table 7
Computational and parameter costs of different models. The methods marked with * are based on BagTricks (Hao, 2019) with the corresponding super-resolution 
models applied.
 Model Flops (Billion) Parameters (Million) Reconstructed VeRi-776 Reconstructed VehicleID
 mAP r-1 r-1 (Test Size = 800)
 SRFormer * (Zhou et al., 2023) 146.27 64.49 54.6 83.1 68.1
 SAFMN * (Sun et al., 2023) 7.93 59.97 54.2 83.2 67.4
 ECBSR * (Zhang et al., 2021) 6.96 59.07 54.0 83.0 68.4

 Ours (KGNet) 8.22 64.04 57.0 83.4 69.6
and deployment in real-time systems, our proposed method main-
tains low model complexity, minimizing computational overhead while 
preserving performance.

5. Conclusion

In this paper, to handle the resolution mismatch problem between 
query and gallery sets, as well as the view mismatch problem in 
cross-resolution vehicle re-identification, we propose a well-designed 
end-to-end keypoint guiding framework (KGNet). It first guides the 
super-resolution to recover the detailed information of the vehicle 
while suppressing the background noise. Then it simultaneously guides 
the feature alignment among diverse views. Meanwhile, to alleviate 
heterogeneity between SR query images and HR gallery images, we de-
sign a dual-path teacher–student distillation network to extract features 
of LR and HR images separately. Moreover, the feature distribution 
between SR results and HR images is narrowed by feature distillation 
losses. Extensive results evidence the effectiveness of KGNet for cross-
resolution vehicle Re-ID task. In some special real-world scenarios, 
the resolution of images may vary due to the uncertainty in camera 
positioning. Our SR-based approach is designed to recover LR images 
at fixed scaling factors. In the future, we will research exploring adap-
tive SR modules, as well as optimization strategies of multi-resolution 
prior knowledge, and improve the ability of approaches in complex 
scenarios, such as security surveillance, and autonomous driving.
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