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Abstract. Visible-infrared person re-identification (VI-ReID) is a chal-
lenging cross-modality pedestrian retrieval problem. Although there is a
huge gap between visible and infrared modality, the attributes of per-
son are usually not changed across modalities, such as person’s gender.
Therefore, this paper proposes to use attribute labels as an auxiliary in-
formation to increase cross-modality similarity. In particular, we design
the identity-based attention module to filter attribute noise. Then we
propose the attributes-guided attention module to drive the model to
focus on identity-related regions. In addition, we re-weight the attribute
predictions considering the correlations among the attributes. Finally,
we use the attention-align mechanism to align the attribute branch with
the identity branch to ensure identity consistency. Extensive experiments
demonstrate that proposed method achieves competitive performance
compared with the state-of-the-art methods under various settings.

Keywords: Person Re-identification - Cross-modality - Attributes-based.

1 Introduction

Cross-modality visible-infrared person re-identification (VI-ReID)[1] aims to match
images of people captured by visible and infrared (including near-[1] and far-
infrared (thermal)[2]) cameras. VI-ReID is challenging due to large visual differ-
ences between the two modalities and changing camera environments, leading
to large intra- and cross-modality variations. To address the above challenges, a
series of approaches have been proposed[3-6].

As auxiliary information, attributes have been proved as an effective infor-
mation to boost the vision tasks [7]. Introducing attributes in VI-ReID has the
following advantages: First, the attribute information is modality-invariant. That
is, the attributes of pedestrians generally do not change due to modality changes.
Therefore, with the help of attribute information, intra-class cross-modality sim-
ilarity can be increased. Second, detailed attribute labels explicitly guide the
network to learn the person representation by designated human characteristics.
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With only identity labels in datasets, it is hard for the VI-RelD networks to learn
a robust semantic feature representation to infer the differences among pedes-
trians. With the attribute labels, the network is able to classify the pedestrians
by explicitly focusing on some local semantic descriptions. Third, attributes can
accelerate the retrieval process of VI-RelD by filtering out some gallery images
without the same attributes as the query. Zhang et al.[8] propose a network
to learn modality invariant and identity-specific local features with the joint
supervision of attribute classification loss and identity classification loss. Simul-
taneously, they manually annotate attribute labels for SYSU-MMO1 [1] dataset.
However, they ignore the correlation between attribute and identity features,
which will generate redundant information. Secondly, the correlations of at-
tributes are not considered. Usually, a pedestrian presents multiple attributes
at the same time, and correlations between attributes may help to re-weight the
prediction of each attribute. For example ”long hair” is highly correlated with
gender being ”female”. In addition, they ignore the consistency of attribute and
identity features. Two pedestrians with different identities may have the same
attributes. At this time, pulling the distance between different identities through
the loss function will impair the recognition ability of the network.

In order to solve the above problems and make full use of attribute informa-
tion, we propose a novel attributes-based VI-RelD framework. It mainly consists
of three key modules: identity-guided attention module (IA), attributes-guided
attention module (AA) and attributes re-weighting module (RW). TA aims to
obtain attention weights by computing the similarity between attribute features
and identity features, and then weighting the attribute features to filter the at-
tribute noise. AA uses attribute features and identity feature map to compute
attention maps, with the aim of selecting regions of the feature map that are rel-
evant to the intrinsic attributes, thus avoiding the network to focus on irrelevant
information such as the background. Inspired by [9], an attributes re-weighting
module (RW) is introduced to optimize attribute prediction by using the corre-
lation between attributes. In addition, we propose an attention-align mechanism
(ALG) to ensure identity consistency, which is achieved using attention align-
ment loss. Our main contributions are as follows:

- We propose an attributes-based VI-RelD, which improves the intra-class
cross-modality similarity with attribute labels as auxiliary information.

- We propose an identity-guided attention module (IA), which aims to weight
the attribute vectors using the correlation between attribute features and
identity features.

- We propose an attributes-guided attention module (AA), which uses atten-
tion maps between attributes and identity feature map to drive the network
more focused on attribute-related regions.

- We propose an attention-align mechanism (ALG), which uses attention align-
ment loss to ensure identity consistency.
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2 Related Work

Visible-Infrared Person Re-ID. The visible-infrared cross-modality person
re-identification (VI-ReID) [10] aims to match visible and infrared images of
the same pedestrian under non-overlapping cameras. On the one hand, Wu et
al. [1] first create the SYSU-MMO1 dataset for the evaluation of VI-RelD. Ye
et al. [3] propose to extract pedestrian features of different modalities using
a two-stream network, and then further reduce the difference between the two
modalities by constraining shared feature embedding. Subsequently, Ye et al. [11]
solve the cross-modality discrepancy by a modality-aware collaborative learning
approach. To make the shared features free of redundant information, Dai et al.
[4] propose a GAN-based training method for shared feature learning.

All the above methods focus only on the learning of shared features and ig-
nore the role of specific features. To address this problem, some methods based
on modality-specific feature compensation have been proposed. Kniaz et al. [13]
generate corresponding infrared images using visible images. Wang et al. [5]
propose two-level difference reduction learning based on bidirectional loop gen-
eration to reduce the gap between different modalities. Lu et al. [6] use both
shared and specific features for mutual transformation through a shared and
specific feature transformation algorithm.

Attribute for Person Re-ID. Attributes, as an additional complimentary
annotation, can provide higher-level semantic recognition information and have
been introduced into pedestrian re-identification. Liu et al. [14] have annotated
attributes for two datasets: Market-1501 and DukeMTMC-relD, and also de-
signed a multi-task classification model using attribute labels to assist the per-
son Re-ID task. Yang et al. [15] propose an HFE network based on cascaded
feature embedding to explore the combination of attribute and ID information
in attribute semantics for attribute recognition. Deep learning methods [16] use
attributes to aid the supervision of joint training, thus improving the discrimi-
nation of identity features and enhancing the relevance of image pairs. To make
full use of attribute information by dropping incorrectly labeled attributes, a
feature aggregation strategy is proposed by Zhang et al. [17]. Tayet et al. [18]
augment identity features with attribute attention graphs where class-sensitive
activation regions for various attributes such as clothing color, hair, gender, etc.
were highlighted.

The pedestrian attribute recognition task and the pedestrian re-identification
task differ in their feature granularity approaches; the pedestrian re-identification
task focuses on global features of pedestrian images, while the latter focuses on
local features of pedestrian images. Most of the above approaches however ignore
the differences between these two tasks.

3 Method

3.1 Architecture overview

The overview of the proposed method is illustrated in Fig. 1. For the visible
branch, it contains an attribute classification branch and an identity classifica-
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tion branch, which are used to extract attribute features and identity features,
respectively. The infrared branch also follows this design. In identity classifica-
tion branch, the input images including the visible images and infrared images
are fed into the two-stream network to extra the image features. In attribute
classification branch, we divide the feature map output from the fourth residual
block of ResNet50 [20] into k overlapping horizontal sections (here k=8) to learn
the attribute features of pedestrians respectively.
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Fig. 1. Framework of attribute-based cross-modality person re-identification.

3.2 Attributes re-weighting module (RW)

For a pedestrian, there is usually multiple attribute information at the same
time, and there is a certain correlation between different attributes. For example,
”gender” is related to "hair length”, and ”skirt” is related to ”gender”. The
attributes re-weighting module aims to exploit the correlation between attributes
to optimize attribute prediction. For image x, a set of attribute predictions { aM
La@ Ei(k)} can be obtained through the attribute classification branch, where
@) € [0,1] is the j-th attribute prediction score. Following the same design as [9],
we concatenate the prediction scores as vector @ € R'**. Then the confidence
score c for its prediction a is learned as,

¢ = Sigmoid(wa™ +b), (1)

where w €RF*F and b €RF*! are trainable parameters. In this way, the at-
tributes re-weighting module converts the original predicted label a into a new
prediction score as,
a=c-a’l. (2)
For instance, when the prediction scores of ”long hair” and ”dress” are higher,
the network may tend to increase the prediction score of ”female”.
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3.3 Attributes-guided attention module (AA)

Attribute features are usually associated with specific regions of an image. There-
fore, we propose the attributes-guided attention module (AA) to select regions
in identity feature map which are most relevant to intrinsic attributes. This can
effectively avoid learning identity-independent features, such as background. As
shown in Fig. 2. The input includes the identity feature map V and attribute
embeddings [a(l), a?, .., a(k)L and produces an attention map for regional
features. The i-th attribute-guided attention weights are given as,

m) = o(V7al)), 3)

where o () is sigmoid function. The generated attention weight mask m() eR”
reflects the correlation between local region L and the i-th attribute. There
are k attributes, so we can obtain k£ attention maps. Then, we merge them via
maxpooling, m(7egion) = max(m(l), m?, . m(k)) as the final attention map.
The resulting attention map focuses on regions more associated with specific
attributes, thus avoiding the attention to background information. The regional
features are multiplied by the attention weights and summed to produce the
identity representation f(resion) ¢ R4

1

f(region) _ va(region)' (4)

3.4 Identity-guided attention module (IA)

IA aims to select attributes most related to identity as illustrated in Fig. 3. It
takes the attribute embeddings A = [a"), a(?), ..., a®] and the identity embed-
ding v as input. By calculating the similarity between attribute embeddings
and identity embedding, the attention weights based on IA is obtained, and the
calculation formula as,

S(attr) _ O'(AT’U(id)). (5)

The attribute features are fused via weighting. By this way, we can obtain
attribute features f(°*") which is most relevant to pedestrian identity.

1
f(attT) _ %As(attr). (6)

3.5 Attention-align mechanism (ALG)

To ensure that the final features have identity consistency, we design an attention-
align mechanism between identity-guided branch and the attribute-guided branch,
which is implemented by attention alignment loss. Assuming that the features
learned by the two branches belong to the same identity, the features of identity
and attribute should follow the same distribution. Therefore, the two should
have a high similarity. Both f@*") and f(resion) are 256-dim feature vectors.
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tention module.

We regard each dimensional as a sample point in the 256-dim space and f(@#")
~ No(Has Xa), flregion) N, (pr, Xy), where p is 256-dim mean vector and X
is 256 x 256 covariance matrix. Inspired by [21], we adopt Jensen-Shannon (JS)
divergence [22] to compute the similarity between N, and N,.. The JS divergence
between N, and N, as,

JS(NaaNT):DKL(Na || N)+DKL<NT H N)? (7>

where N is the mixture (N, + N,.)/2, and D, means the KullbackLeibler (KL)
divergence. Since the f(*7) and f(re9i°") are constrained by identity informa-
tion, the feature space is compact and we can use JS1(N,, N,) to measure the
similarity.

JSl(Na;NT):DKL(Na || Nr)+DKL(NT || Na)- (8)

Given two distributions Ny(po, Xo) and Ny (w1, X1) with the same dimension
d, the KL divergence is as,

1, - — det 3,
Dgr(No || N1) = 5(“‘(2 o)+ (11— o) Z(M—Ho)—dﬂﬂ(detzo))' (9)

In this way, the similarity JJS; can be rewritten as,

—1

TS (No Ny) = S (tr(30 2) 4 ot — )™ 31ty — 1) — 4 In(

det 32,
detX,

)

-1

F3r(B ¢ o = ) lpa —p) I

detX,
detX,

))-
(10)

Each channel of f(4*'") are relatively independent since they are extracted
by d individual convolution filters, analogously f("¢9?°™)  Therefore, we only
consider the diagonal elements of the covariance X and the other elements are
zero. Identity consistency is guaranteed by minimizing the J.S1(N,, N;.) feature
distribution. The final alignment loss calculation formula is as,

1
Latign = 5[l #a = e I3 + | @0 = o [13], (11)
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where pt, and p, represent the mean vectors of £(@") and f(re9ion) respectively,
and o,, o, are vectors consisting of the diagonal elements of the covariance
matrix.

3.6 Optimization

Attribute classification branch. In order to better learn attribute features, we
set a classifier for each attribute to classify it through the constraints of attribute
labels. In our model, the binary cross-entropy loss is used for optimization, we
take the sum of all the suffered losses for k& attribute predictions on the input
image x; as the loss for the i-th sample, and the loss calculation formula is as,

n k
Lot ==Y Y lyilog(p:) + (1 — ;) log(1 — pi)], (12)

i=1 j=1

where y; represents the category of the i-th attribute, p; the predicted value of
the i-th attribute classifier, and k represents the number of attributes (k = 8).
Identity classification branch. For the identity classification branch, the iden-
tity loss is used for optimization, and the loss calculation formula is as,

n eW;;erbyi
Lid = — E IOg —n  WTa 1b. WTlzitb,’ (13)
D1 Djmp €

where n represents the number of identitys, W represents the parameters for
the j-th column, b represents the bias term, x; denotes the features extracted
by i-th sample belonging to the y; class. Inspired by [23], we use MMD loss to
minimize the intra-class distance. The overall objective function is,

L = Laign + Lig + M Law + Mo Lyrargin—mMmbp—1D- (14)

4 EXPERIMENTS

4.1 Datasets and Evaluation Metrics

SYSU-MMO1 [1] is a large-scale dataset public by Wu et al. in 2017, which
consists of visible and near-infrared images. The training set consists of 395
pedestrians, including 22,258 visible images and 11,909 infrared images. The
test set consists of 96 pedestrians and contains 3,803 infrared images as a query
set. It contains two different testing settings, all-search and indoor-search mode.
Besides, we use the attribute labels marked by Zhang et al. [8], including eight
attributes: gender (male, female), hair length (long, short), wearing glasses or
not (yes, no), sleeve length (long, short), type of lower-body clothing (dress,
pants), length of lower-body clothing (long, short), carrying backpack or not
(yes, no), and carrying satchel or not (yes, no). For one certain attribute, the
value of positive example is 1 and the value of negative example is 0.



8 Aihua Zheng et al.

RegBD [2] is collected by a dual-camera system, including 412 pedestrians and
8,240 images in total. Each identity has 10 different thermal images and 10
different visible images. Besides, we manually annotate the same eight attribute
labels for this dataset according to the Zhang et al. [8].

All experimental settings follow the standard evaluation protocol of existing
VI-ReID methods: the Cumulative Matching Characteristics (CMC) curve and
the mean Average Precision (mAP). We adopt the CMC at rank-1, rank-10 and
rank-20. Besides, all the experimental results are based on the average of 10
random trials.

4.2 Implementation details

Following existing VI-ReID works, we adopt ResNet50 [20] as our backbone
network for fair comparison. The last residual block is shared for each modality
while the other blocks are specific. SGD optimizer is adopted for optimization,
and the momentum parameter is set to 0.9. We set the initial learning rate
to 0.1 with a warm-up strategy [24]. The learning rate decays by 0.1 at the
30th epoch and 0.01 at the 50th epoch, with a total of 80 training epochs.
The hyperparameter \; is set to 0.15, and the hyperparameter A, is set to 0.25
following the setting in [23].

Table 1. Comparison with the state-of-the-arts on SYSU-MMO1 dataset on two dif-
ferent settings. Rank at r accuracy (%) and mAP (%) are reported. Herein, the best,
second and third best results are indicated by red, green and blue fonts.

Settings All Search Indoor Search

Method Venue r=1 r=10 r =20 mAP r=1 r=10 r =20 mAP
Zero-Pad [1] ICCV 17 14.80 54.12 71.33 15.95 20.58 68.38 85.79 26.92
TONE|[3] AAAT 18 12.52 50.72 68.60 14.42 20.82 68.86 84.46 26.38
HCML([3] AAAT 18 14.32 53.16 69.17 16.16 24.52 73.25 86.73 30.08
cmGAN|[4] IJCAI 18 26.97 67.51 80.56 31.49 31.63 77.23 89.18 42.19
BDTR[25] IJCAI 18 27.32 66.96 81.07 27.32 31.92 77.18 89.28 41.86
eBDTRI[25] TIFS 19 27.82 67.34 81.34 28.42 32.46 77.42 89.62 42.46
D2RL[5] CVPR 19 | 28.9 70.6 82.4 29.2 - - - -
AlignGAN([10] ICCV 19 42.40 85.00 93.70 40.70 45.90 87.60 94.40 54.30
AGW|[26] TPAMI 21 | 47.50 84.39 92.14 47.65 54.17 91.14 95.98 62.97
ATTR[8] JEI 20 47.14 87.93 94.45 47.08 48.03 88.13 95.14 56.84
XIV-ReID [27] | AAAL 20 | 49.92  89.79  95.96  50.73 | - - - -
DDAGI28] ECCV 20 | 5475  90.39  95.81  53.02 | 61.02  94.06  98.41  67.98
cm-ssFT [6] CVPR 20 | 61.60  89.20  93.90  63.20 | 70.50  94.90  97.70  72.60
NFS[29] CVPR 21 56.91 91.34 96.52 55.45 62.79 96.53 99.07 69.79
CICL[30] AAAI 21 | 57.20 9430 9840  59.30 | 66.60  98.80  99.70  74.70
HCT[31] TMM 20 61.68 93.10 97.17 57.51 63.41 91.69 95.28 68.17
MID(33] AAAI 22 | 60.27  92.90 - 59.40 | 64.86  96.12 - 70.12
GLMC|[34] TNNLS 21 | 64.37 93.90 97.53 63.43 67.35 98.10 99.77 74.02
SPOT(35] TIP 22 65.34 92.73 97.04 62.25 69.42 96.22 99.12 74.63
MMD|23] BMVC 21 | 66.75  94.16  97.38  62.25 71.64 97.75  99.52 75.95
AB-RelD - 69.91 97.65 99.49 66.55 72.57 98.53 99.76 78.27

4.3 Comparison with State-of-the-Art Methods

Results on SYSU-MMO01 Dataset. The results of SYSU-MMO01 dataset are
shown in Table 1. Our method significantly outperforms the existing methods
under the challenging all-search mode. Although the rank-10 and rank-20 of our
proposed method have a slight disadvantage in the indoor-search mode, but with
significantly higher mAP as well as rank-1. The ATTR [8] first uses attributes
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however works modestly in VI-ReID. The main reason is that it simply embeds
attribute information into the network without fully considering the relationship
between attributes and identity features.

Results on RegDB Dataset. Table 2 shows the experimental results on the
RegDB dataset. It can be seen that our proposed method has obvious advantages.
In visible to thermal mode, our method improves 1.11% and 1.74% in rank-1
and mAP, respectively. Moreover, in thermal to visible mode, the our proposed
method is close to the highest accuracy on rank-20, only 0.19% lower than it.

Table 2. Comparison with the state-of-the-arts on RegDB dataset on two different
settings. Rank at r accuracy (%) and mAP (%) are reported. Herein, the best, second
and third best results are indicated by red, green and blue fonts.

Settings Visible to Thermal Thermal to Visible

Method Venue r=1 r=10 r =20 mAP r=1 r=10 r =20 mAP
Zero-Pad [1] ICCV 17 17.75 34.21 44.35 18.90 16.63 34.68 44.25 17.82
HCML([3] AAAT 18 24.44 47.53 56.78 20.08 21.70 45.02 55.58 22.24
BDTR[25] IJCAI 18 33.56 58.61 67.43 32.76 32.92 58.46 68.43 31.96
eBDTRI[25] TIFS 19 34.62 58.96 68.72 33.46 34.21 58.74 68.64 32.49
D2RLI[5] CVPR 19 | 43.40 66.10 76.30 44.1 - - - -
AlignGAN([10] ICCV 19 57.90 - - 53.60 56.30 - - 53.40
XIV-RelD [27] | AAAT 20 | 62.21 83.13 91.72 60.18 - - - -
DDAG[28] ECCV 20 69.34 86.19 91.49 63.46 68.06 85.15 90.31 61.80
cm-ssFT [6] CVPR 20 72.30 - - 72.90 71.00 - - 71.70
NFS[29] CVPR 21 80.54 91.96 95.07 72.10 77.95 90.45 93.62 69.79
CICL[30] AAAT 21 78.80 - - 69.40 77.90 - - 69.40
HCT[31] TMM 20 91.05 97.16 98.57 83.28 89.30 96.41 98.16 81.46
HAT!32] TIFS 20 55.29 92.14 97.36 53.89 62.10 95.75 99.20 69.37
MID[33] AAAT 22 87.45 95.73 - 84.85 84.29 93.44 - 81.41
MMD/23] BMVC 21 | 95.06 98.67 99.31 88.95 93.65 97.55 98.38 87.30
AB-RelD - 96.17 98.79 99.84 90.69 94.83 98.07 99.01 89.42

4.4 Ablation Study

Table 3 evaluates the effectiveness of four components including the attributes-
based attention module (AA), the identity-based attention module (IA), the
attributes re-weighting module (RW), and the attention-align mechanism (ALG)
on the SYSU-MMO1 dataset under all-search mode. Specifically, "B” indicates
the baseline without the four components. By progressively introducing the four
components, both rank-1 and mAP increase, which evidences the contribution of
each component. Integrating all the four components reach the best performance,
which verifies the mutual benefits of the components.

4.5 Other Analysis

Experiments on different networks. To further prove that our modules
are plug-and-play, we experimented on three different networks. As shown in
Table 4, our proposed method can significantly boost the performance by easily
integrating into the existing networks.

Hyperparameters analysis. We evaluate the effect of hyperparameter A\; on
SYSU-MMO1 dataset under the all-search and indoor-search modes, as shown in
Fig. 4 and Fig. 5. Clearly, the highest recognition accuracy is achieved when \;
takes the value of 0.15 in both the all-search and indoor-search modes. Therefore,
the value of the hyperparameter \; in the Eq. (14) is set to 0.15.
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Table 4. The effectiveness of modules
we proposed. The rank-1 accuracy (%)
and mAP (%) are reported.

Table 3. The effectiveness of modules
we proposed. The rank-1 accuracy(%)
and mAP (%) are reported.

Method k-1 mAP
Index|B AA IA RW ALG |rank-1 mAP :GV(; rj;f)o 1“765
P |\v x x X X | 60.74 55.97 ’ '
@ |v v x x x |eiss eim AGW+Ours 59.47 58.94
& v v v x x |esss siso (TSLFN+HC) | 56.96 54.95
W v v v v x |esit 3 (TSLEN+HC+Ours)| 63.38 61.73
) |v v v v v |69.91 66.55 (MMD) 66.75 62.25

(MMD+Ours) 69.05 65.50

Accuracy(%)
Accuracy(%)

55

Fig. 4. Effect of hyperparameter \; in Fig. 5. Effect of hyperparameter A\; in
all-search mode. indoor-search mode.

5 Conclusions

In this paper, we proposed attributes-based VI-RelD, which increases intra-class
cross-modality similarity and mitigates heterogeneity with the help of auxil-
iary attribute labels. Specifically, attribute noise is filtered by the identity-based
guided attention module. The model is prompted to focus on identity-related
regions and filter irrelevant information such as background by the attributes-
based guided attention module. At the same time, the attributes re-weighting
module is designed to fully explore the correlation between attributes. Finally,
we propose the attention-align mechanism to align the attribute branches and
identity branches to ensure the consistency of pedestrian identity. Extensive ex-
periments validate the effectiveness of our proposed approach.
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